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FOREWORD 

Initiated in 1962, the Goddard Summer Workshop has provided a valuable means of 
bringing together university faculty, graduate students, and Goddard staff members to 
investigate problems associated with the space program. As a result of this association, 
not only a re  many current problems solved but also new ideas and concepts emerge which 
often are of considerable value to the Center. At the same time the academic participants 
learn firsthand of the nature of the problems encountered on the frontiers of the space 
sciences. Also, ideas for course material, research projects and thesis topics are gen- 
erated from these workshop investigations. 

In addition to the reports written by the workshop participants and contained in this 
volume, several papers have been presented at appropriate technical meetings and pub- 
lished in the technical journals. This further serves the interests of the university as 
well as spreading awareness of space program problems in the academic community. 

)!.&?L@U 
John F. Clark 

Director 
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PREFACE 

This document contains the collected papers written by participants in 
the 1967 Goddard Summer Workshop during the twelve-week session. The in- 
dividual papers contained herein, while varied in subject matter, scope and 
format, represent the formalwork product of the Workshop. There were also 
many valuable but less tangible benefits that accrued to the faculty members, 
graduate students, and NASA scientists and engineers who combined their 
talents and shared their experience throughout the Workshop session. 

The Workshop program was initially dividedinto nine separate groups of 
subject matter, each group directing its attention to a particular technical 
area in which specific problems had been suggested for study and resolution. 
One of these groups was deferred to afuture Workshop because of other more 
pressing problems areas, and another group resulted in a single study that 
was published separately from this report. The nine groups were: 

Group A - Information Systems 

Group B - Control Center Problems 

Group C - Antennas 

Group D - Electrophysics 

Group E - Interdisciplinary Information Transfer (Biomedical) 

Group F - Management Information Systems (Deferred to a future 
Workshop Session) 

Group G - Technician Training (A separate study report entitled 
"Technician Training, Tracking Networks,'' was  
written by Mr. Arthur B. Rosenblatt and published in 
November 1967 as Document X-200-6'7-562.) 

Group H - Atmospheric Studies 

Group I - Computerized Guidance Counseling 

The papers a re  presented in sections corresponding to the subject area 
groups, and a listing of participants preceeds each section. 

Fred B. Haynes 
Director, Summer Workshop 
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A DIGITAL COMPUTER PROGRAM FOR CALCULATING 
THE RADIATION PATTERN OF AN ANTENNA OF 

ARBITRARY GEOMETRY WITH ARBITRARY 
PRIMARY FEED 

Mansour Javid* 

INTRODUCTION 

There a re  many programs for calculating the radiation pattern of reflectors with 
specific geometry and specific illuminations placed at specific locations. Figure la 
shows one such reflector and its primary source. By design or accident the geometry 
of the reflector and pattern of the primary illumination source, as well as its location, 
may be perturbed. A requirement arose at Goddard for a computer program capable 
of taking account of these perturbations with the minimum of change to a master pro- 
gram. The program described in this paper achieves this purpose. Another feature of 
the program is its ability to compute the contribution of selected segments of the main 
reflector in the antenna system. This feature makes it possible to deduct from the field 
the contribution of those portions of the reflector which are obstructed by supports of 
the primary feed or a re  actual holes in the reflector not covered by metalic sheets. 

The program consists of a driver and two subroutines. The driver program takes 
care  of the input-output operations with certain amounts of computations, such as calcu- 
lating, only once, transformation matrices for repeated use in the subroutines. 

One subroutine, SETUP, computes the speci- 
ficationof the main reflector and illumination at its 
surface; and another subroutine, ADDUP, performs 
the integration required for computing the radia- 
tion pattern. Any change in the shape of the main 
reflector or its illumination wi l l  be taken care of 
by changing few instructions in the SETUP sub- 
routine. The subroutines are written to minimize 
integration computations by taking advantage of any 
existing symmetry in the main reflector. If this 
symmetry is perturbed, few instructions in sub- 
routines must be changed to branch to the portion 
of the program which does not assume symmetry. 

_ _ _ - - -  

BASIC THEORY 

The basic theory used in calculating the ra- 
diation pattern of an antenna system is wellunder- 
stood. 
the field are known, the field itself may be com- 
putedfrom the specification of the source. In prac- 
tice, there are many difficulties, and various tech- 
niques ranging from the simple optic-ray technique 

It shows that, in principle, if  the sources of N 

Figure 1 -(a) The reflector and its pri- 
marysource located off focus. (b) Vec- 
tor quantities associated with (a). 

*City University of New York. 
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to highly complex exact solutions in the form of boundary value problems are used. The 
shortcoming of the optic-ray technique is in the fact that it does not give detailed infor- 
mation about the characteristics of the beam, and the exact solutions are available for 
only a few problems with a high degree of symmetry. 

aU 

a v  = 

a, 

Current Distribution Method 

e l l  e 1 2  e 1 3  ax 

ez l  e z 2 e 2 3  . a Y 

e31 e 3 2  e 3 3  az 

A standard technique for calculation of radiation pattern of an antenna system is 
the method of current distribution. In Figure lb, the primary source (whose radiation 
field is assumed to be known) induces currents and charges on the surface of the main 
reflector. These currents and charges are then taken to be the sources for the field of 
the main reflector. It is known that, if  the magnetic field on the surface of the reflector 
at an element of the area da located at the point r is H (r I )  and the unit normal vector of 
da is n (r '), then the (far) field component of the electric field at a point with spherical 
coordinates (r,  8, 4) is proportional to the transverse ( e  and4) components of the vector 
quantity* 

where ar is the unit vector in the direction ( 8 , 4 ) ,  and 

with X the wave length; and integration is carried out over the surface of the reflector. In 
the program to be described, the Cartesian components of the integral a r e  calculated and 
from them the e and $ components of the electric field a r e  computed. 

Systems of Coordinates 

In an antenna system consisting of a primary source and a main reflector, it is con- 
venient to deal with two independent systems of coordinates. 

The first system, hereinafter referred to as the space coordinates, is fixed with re- 
spect to the main reflector. The coordinates of the field points, at which the power radiated 
per square meter (Poynting vector) is computed, a r e  referred to this system of coordinates. 

primary source of illumination. Its origin, B-Ttranslated from the origin of the space 
coordinates, S, by the translation vector E =SB shown in Figure lb. 

The second system, referred to as the body coordinates, is fixed with respect to the 

Let the unit vectors of the space coordinates and body coordinates be ax, ay, a=, a,,, 
av, and aw respectively, and be related by the transformation 

where the e ~ ~ matrix is assumed to be known. 

*See Microwave Antenna Theory and Design, by'silver, McGraw-Hill Book Co., MIT Rad. Lab. Series No. 
12, ;age 147. 
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Let the unit vector of the source polarization be 

where D ,  , D 2 ,  a n d D ,  are specified. The center of the phase of the source is assumed to 
be at 

{ and the element of the area da on the reflector has the position vector 

r' = ax x t ay Y t aZ Z. 

The distance of this element of area from the source (phase center) is then 

Description of the Primary Source 

A s  indicated above, for different types of primary sources, different SETUP subrou- 
tines must be written. However, it is possible to use a standard form given below, which, 
with the change of a parameter, designated as n, may describe many sources with good ap- 
proximation. This form is 

R x  ap . - j k R  

I R x  apI R '  
H(r ' )  = Cos" 0- (7) 

where R = )RI and 0 is the spherical coordinate angle referred to the body coordinate (see 
Figure lb). The value of n in Equation 7 determines the width of the cigar-shaped primary 
beam illuminating the reflector. For the sake of concreteness we will  deal with the type 
of source described in Equations 7, 6, and 3. 

From Figure l b  it is seen that 

R - a, 
cos  0 = - 

R 

From Equations 2 and 6 we have 

and 
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In Equation 3 the polarization vector is defined in terms of its components in the body 
system of coordinates. Its components in the space system of coordinates are found from 
the inverse of e matrix. Since this matrix is unitary, its inverse is its transponse and 

ap = la, ay a, I * 

e l l  e31 D l  

e12 e 2 2  e 3 2  * D , .  

e 1 3  e23  e33  D3 

It is convenient to assign symbols to the components of the polarization vector in space co- 
ordinates. Using p, , py p ,  we have 

a P = a, Px + ayPy t aZPz .  (11) 

From Equations 10 and 11 we have 

R x  a p  = 

From the above and Equation 6 we have 

a, a a, 
x - € , y ' E y  Z - € ,  

P X  pY pz 

4 

We denote the components of R X ap by hx , h y  h Z  such that 

R x a p  = a, h, t ay hy  + aZ h , ,  

and denote the magnitude of this vector by h such that 

h = IRx apl = [hz + h$ + hql '',. 
From the above we find that 

h x  = (Y - eY) Pz - (2 - E , )  P y ,  

h = (Z  - E , )  P, - (X - E , )  P , ,  
Y 



The vectorH (r') in the left side of Equation 7 is a complex quantity, that is, 

where the superscripts r and i refer to the real and imaginary parts and j = -1. The x , 
Y , and = components of the real  and imaginary parts of H (r' ) are then found from Equa- 
tions 7, 11, 15, and 20 to be: 

h cos"@ 
HE =x- cos kR, 

hx cos" 0 
h R  

H i  = -- - s i n  k R ,  

h c o s " @  
H' =y - cos kR, 

Y h R  

. hy cos" 0 
s i n  kR, H' = -_ - 

h R  

h Z  cos" 0 
h R  

€I:=-- cos kR, 

h Z  cos" 0 
H i  = -- - s i n  kR. 

h R  (26) 

If in Equation 1 we define the symbol I to represent the integral, 

I = J'J'n(r') x H ( r ' )  ejkar * ' da, 

then the real  and imaginary parts of the x, Y, and z components of I a r e  obtained by noting 
that 

where nx ,ny , and nz are  the components of n . 
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Consider now the expression n (r' ) X H (r' ) da in the form 

n 

n. 
n(r') x Kr') da = ax (2 H, - Hy) nz da 

n 

"z 

"X 
t aZ (T H, - 2 Hz) nz da. 

In these expressions, for positive nz,  the term n ,  da = dx dy, since nz is the cosine of the 
angle between the vector area da and x-y plane. 

In Equation 26a we define the distance 

d = a r  - r' 

The x ,  Y ,  and z components of a ,  are given by 

a ,  = a x  s i n B c o s + t a y  s i n O s i n + t a ,  c o s e ,  

and 

d = x s i n O c o s + t y  s i n e s i n + +  Z C O S B .  

From Equations 21 to 31 we have 

I x  =JI[? (Hj; t j H f )  - (H: t j H i )  [cos kd + j s i n  kdl dxdy 1 

1: =ll(z H f  - H i  cos  kd -(: H: - H $  s i n  kd] dxdy ,  

I x  -IN$ - 
HZ - H:) s i n  kd t (2 H f  - H$ COS kd] dxdy ,  

(33) 

(3 4) 
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where I and 1: are the real and imaginary parts of I x .  Similarly, 

I '  Y 
-: HE) s i n  kd t (H: -: H$ cos kd] dxdy, 

(3 9) 
1 I z  = ~ ~ [ ~  ( H i  t j H i )  -- Y (H: t j Hk) [cos kd t j s i n  kdl d x d y ,  

1: =/I[$ H i  - H:) s i n  kd] d x d y ,  (40) 

n 

"z 

n "x n 
H:) t j (- Hi - 2 H$] [cos kd + j s i n  kd] dxdy ,  

"z "z 

All terms in Equations 32 to 41 have now been evaluated in terms of the description of the 
primary source and point of observation, except the two ratios n x  /nz and n y  /nz. These 
two terms will  now be evaluated from the description of the geometry of the reflector. 

Paraboloidal Ref lector 

Although the derivations which follow refer to a paraboloidal reflector, the main 
program and its subroutines can easily be amended (by changing few instructions, as seen 
from Equations 54 though 57 and Table 4) to apply to any reflector geometry. A single 
paraboloid (see Figure la) of focal  length^ is described by 

where p is the cylindrical coordinate; p = (x2 + y 2 ) l l 2  . As a member of the family of 
confocal paraboloids, the paraboloid shown in Figure l a  is described by* 

(42 a) Jx2 t y2 t z 2  - z = constant = c = r - z, 

*See, for example, Electromagnetic Theory, by J. A. Stratton, McGraw-Hill Book Co., pages 54 and 57. 
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where the constant c is the square of the paraboloidal coordinate associated with the sur- 
face. The unit normal vector of this surface is 

r 
1 r . i  

l ; q i  = 

1;*i 

vc 
n=-iq-' 

s i n B c o s + s i n O  s i n 6  cos 8 

C O S  e C O S  cp COS e s i n  + - s i n 8  * l ; t i  

- s i n +  c o s +  0 I Y  

The ratio nx/nz is found from 

Similarly 

(43) 

Although in Figure la the unit normal vector points outward and its z-component is nega- 
tive, the ratio of components of 

will still be given by Equations 44 and 45. It is recalled that in discussing 

n z  da = dxdy (46) 

we assumed that n z  is positive. Since we a re  interested in the ratios of the components 
of the unit normal vector, the above results may be used for the case when n' is this 
vector. 

This concludes the evaluation of the value of the terms in Equations 32 through 41 in 
terms of the specification of the primary source, the geometry of the reflector, and the 
coordinates of the field point and elements of a rea  on the reflector (da). The computer 
program evaluates the integrals given in Equations 33, 34, 37, 38, 40, and 41, and from 
the rectangular components given by these equations finds the spherical components of 
the radiated (far)  field. In addition, it computes the Poynting vector as a function of 8 and 
4 .  

The results are reported in two forms. One form reports the detail of the contribu- 
tion of the successive segments (annular rings) of the reflector to the electric field, and 
the other presents the radiated power in the form of db's below the maximum value, as a 
function of 8 and $5 of the field point (see Tables 5 and 6). 

The formula used for the transformation from rectangular to spherical components 
is : 

8 

(47) 



In the above, the superscripts r and i refer to the real and imaginary parts, and the 
subscripts r ,@ , and 4 refer to the r ,  0, and 4 components. 

Euler Angles 

In Equation 2 we have related the body coordinates to the space coordinates by 
means of the e 
respect to the space coordinates is described in terms of the Euler angles* a, p ,  and Y. 
The elements of the e i j  matrix used in Equation 2 are found from the following formula: 

matrix. In practice, the rotation of the body system of coordinates with 

e l l = c o s y c o s  a - c o s p s i n a s i n y  

e z l =  s i n y c o s a - c o s , f 3 s i n a c o s y  

e31 = s i n  ,6 s i n  a 

e12 = c o s y s i n a + c o s p c o s  a s i n y  

e 2 2  = - s i n y s i n a t  c o s p c o s  a c o s y  

e 3 2  = s i n  ,L3 cos  a 

e I 3  = s i n  y s i n  ,O 

e 2 3  = cos  y s i n  p 

e 3 3  = cos  p 

Changes in the Primary Source and Geometry of the Reflector 

If the description of the primary source or  the geometry of the reflector is other 
than those assumed above, the subroutine SETUP must be changed accordingly. 

axis of the spheroid, as shown in Figure 2. This example should indicate the type of 
changes necessary in the subroutine. 

Below we discuss reflection from a spheroid illuminated by a dipole located on the 

To calculate the unit normal vector of the spheroid, we consider the family of con- 
focal spheroids of major and minor diameter 2a and 2b with focal length 

2c = 2(a2 - b2)1'2 (49) 

*The convention used here i s  after H. Goldstein's Classical Mechanics, Addison-Wesley, page 109. 
Equation 48 corresponds to this convention. For another convention see, for example, Field Analysis 
and Electrornagnetics, by Javid and Brown, McGraw-Hill Book Co., Appendix 1. 

9 



Figure 2-A spheroid illuminated 
by a dipole. 

as shown in Figure 2. For fixed c and variable a, 
this family is described by 

2a = [x2 t y 2  + (Z - c ) ~ I  1/2 

(50) 
+ r X 2  t y2 t (2 t c)211/2, 

where 

1 /2 A ,  = [x2 + y 2  t (z - c ) ~ ]  

= [p2 + (z - c)21 ll2 

and 

A, = [x2 t y 2  t (z t c ) ~ ]  

= 1 . 2  + (2 t c),] l l 2 .  

are the distances of a point on the spheroid 
(corresponding to the value a) from the two foci 
respectiv,ely. 

The unit normal vector of the spheroid is found from 

The ratio of the x and z components of this gradient gives the value of nx/nz , as discussed 
before. The ratio of they and z components of the gradient gives n y / n z .  Thus 

and 



where z is obtained from 

2 

Equations 55, 56, and 57 for the spheroid a re  the counterpart of Equations 44, 45, and 42 
for the paraboloid. 

h - z -  - a p  aP =- -  - 
2 1/2 

b 2  (1 -$)"' b(b2 - P ) 

The dipole placed at x = 0, y = 0, and z = h illuminates the spheroid up to a radius 
P (see Figure 2), which must satisfy the equation 

As an example, for a = 10, b = 5, and h = 20, we have 

which corresponds to a diameter of 8.66. These formulas and values a re  used in the 
SETUP subroutine shown in Table 4, written for a spheroid. 

To compute the magnetic field at an elemental area on the spheroid, we note that if 
the source is taken as the origin of (body) spherical coordinates with the axis of the dipole 
as the axis of symmetry of the system (a,,, ), then 

e - j k R  
H (r') = ab - 

R '  

where the foregoing terms a re  defined in connection with Equation 7. Thus 

e L j k R  
H(r') = (-ax s i n  @J t ay C O S  4) - 

R '  

where 

11 



From these equatioi 7 we find: 

Y H: = -- COS kR, 
PR (63) 

H: = + Y s i n  kR, 
PR 

H' = + - X COS kR, 
PR 

X H i  = - - s i n  kR, 
PR 

HZ = 0, (67) 

Equations 63 through 68 for the illumination due to a dipole are the counterparts of Equa- 
tions 21 through 26 for the "standard" illumination described in Equation 7. The former 
(Equations 63-68) are used in the SETUP subroutine shown in Table 4, and the latter are 
used in the SETUP subroutine of Table 2. A comparison of these two subroutines shows 
that, in going from one geometry and source to another, very few instructions need be 
changed in the subroutines. 

t' 

Figure 3-Division of the reflector 
into rings and elemental areas. 
First ring contains 6 elemental 
areas. Second ring has 12, and 
the  nth ring 6n elemental areas. 

DESCRIPTION OF THE COMPUTER PROGRAM 

Table 1 (at end of paper) shows a simplified 
block diagram of the program. As indicated before, 
the program calculates the contribution of succes- 
sive annular rings of the reflector (referred to as 
segments) to the radiated field. 

Figure 3 shows the projection of the reflector 
on the x-y plane. This projection is divided into a 
number of rings of equal width, as shown in the 
figure. The width of these rings is a parameter of 
the program and is read in by means of data cards, 
as a fraction of the wavelength. This fraction of 
the wavelength is the scale of the program, and 
elements of area dxdy referred to in Equation 32 
are approximately the size of a square having the 
scale as its sides. 

These elemental areas are formed as follows: 
The first ring, which is a circle of radius equal to 

the scale, is divided into six equal sectors, as shown in Figure 3. The second ring, which 
is between the circles of radii equal respectively to one scale and two scales, is divided 
into 2 X 6 equal parts, as shown. The third ring is divided into 3 X 6 parts, and the nth 
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ring into n X 6 parts. Thus, except for  the first ring, every ring is divided into llsquares'l 
of size approximately equal to the squared scale. In the program the area of each of these 
elemental surfaces is taken as the value of dx dy at the point of interest. 

Another parameter read into the computer by means of the data cards is the upper 
limit of the number of elemental areas in a segment. This limit is denoted in the program 
by the letter M; and because of limitation of the computer memory locations it cannot be 
larger than 1,000, but can be chosen to be any number less than 1,000. A segment is then 
defined to be a number of rings each of width equal to scale, whose total elemental areas 
are less than or equal to M. 

When the scale is chosen to be a very small fraction of the wavelength, it is possible 
that one ring contains more than M elemental areas. In this case the program takes the 
first M elemental areas in the ring, and counts that total a rea  as one segment; and the re- 
mainder, if  less than (or equal to) M, as another segment. If the remainder is more than 
M, the second M elemental areas form another segment, and the remainder another seg- 
ment, and so on. In such cases, an appropriate message is printed in the preface of the 
report. 

After completing the segmentation, the program prints the order number of the last 
ring in each segment, and the number of elementary areas in each segment. These infor- 
mation items are €or the guidance of the user as to the way the reflector is divided into 
segments; and do not affect the final result, which is the power radiated in a given direction 
due to contributions of all elemental areas in the reflector. 

Afer segmentation has been completed, the main program calls on the subroutine 
SETUP to compute and store in reserved arryas the following quantities for each of the 
elemental areas in the first segment: 

(a) The rectangular coordinates x, y, and z of the center of each elemental a rea  
in the segment. 

(b) The a rea  of each "elemental area" of each ring in the segment. This quantity 
is computed only once for each ring. 

(c) The ratios nx/nz and n,/n for each elemental a rea  in the segment. For a 
paraboloidal reflector, these ratios a re  computed according to Equations 44 
and 45. For other geometries of reflector, appropriate formulas are  used. 
(See Equations 54 through 57.) 

(d) The real and imaginary parts of the x, y, and z components of the illumination 
at the center of every elementary area in the segment. 

For the type of illumination assumed in Equation 7, these values are computed 
in accordance with Equations 21 through 26. The value of n in Equation 7, which 
determines the width of the illumination beam, is a parameter and is read into 
the computer by means of a data card. It is assigned the symbol NU in the 
program. 

The above values a re  necessary for the evaluation of the integrals given in 
Equations 33, 34, 37, 38, 40, and 41. Once the subroutine SETUP has computed 
these values for all the elementary areas in the first segment, the main program 
calls upon the subroutine ADDUP to compute the real  and imaginary parts of the 
x, y, and z components of the field at the first of the specified field points. 
These are the integrals given in Equations 33, 34, 37, 38, 40, and 41. 
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After evaluating these quantities, the ADDUP subroutine returns to the main 
program. This latter transforms the Cartesian components into spherical components, 
and calls again on ADDUP to compute the value of the above-mentioned integrals for the 
second of the specified field points. This process continues until the contribution of the 
(first) segment to all field points has been evaluated. At this time, the main program calls 
on SETUP to evaluate and store the value of the quantities referred to above in (a) through 
(d) for all the elementary areas in the second segment. When this operation has been 
done, the ADDUP /subroutine is calledupon to compute the contributionof the secondsegment to 
every one of the specified field points. This contribution is then transformed into spherical 
components and added to the contribution of the previous segment, and so on. The cumu- 
lative results are then printed as shown in Table 5 for every specified field point, indicat- 
ing the segment number up to which the contributions have been computed. The power 
radiated is also printed. This is the power which would be radiated in the specified direc- 
tion if the reflector diameter came only up to the end of the segment under consideration. 

area, as described in (a) to (d) above, a r e  computed only once, no matter how many field 
points are to be considered. This rule insures maximum use of all computed data, with 
no repetition. 

From the above description, it is seen that the values associated with each elemental 

Every time the contribution of a segment to the field at a specified point is computed, 
and added to the contributions of preceding segments, the results a r e  stored. At the end of 
these computations, the spherical components of .the radiated field due to the ttwhole" re- 
flector a r e  in storage for every specified field point. From these components the corre- 
sponding radiated power in the specified directions is computed, the largest of these values 
is found, and all values normalized (in db's) with respect to the largest value and printed 
in the form of a separate report (see Table 6) with the direction of the maximum radiated 
power and its computed value printed in the preface to the report. 

In addition to printing the reports discussed above, the program prepares a tape 
containing the data of the db level report. This tape is then used in conjunction with another 
program* to activate a Stromberg-Carlson 4020 plotter to plot the db levels as a function 
of B for the various cuts (+ angles). Examples of these graphs a re  shown in Figures 4, 5, 
and 6 (at the end of paper). 

THE FORMAT OF DATA CARDS 

The number of data cards to be read in with each problem is not fixed, and depends 
on the number of field points at which the radiated power is to be computed. However, the 
first three cards of each set  always carry the same type of information, regardless of the 
number of the field points. 

First Data Card 

This card contains five integers. Each of them can be as large as 10 digits, always 
right adjusted. Thus the first number MUST end in column 10, the second in column 20, 
and so  on, with the last number ending in column 50. Following is an example: 

1 2 3 4 5 6 
123456789012345678901234567890123456789012345678901234567890 

27 8 999 4 0 

"This plotting program i s  written by Mr. Frank McGarry of GSFC. 



The numbers 123 . . . indicate the columns of the data card here shown up to 60. The five 
integers end in columns 10, 20, 30, 40, and 50 respectively. 

fied) at which radiated power must be computed. In the above example there are to be 
27 thetas. The value of these angles will be given in the following cards. 

First Number: This is the number of thetas in each constant phi plane (to be speci- 

Second Number: This is the number of phis or the number of "cuts." In the above 
example there are to be 8 cuts. The angle of these cuts will  be specified in the following 
cards, 

Third Number: This is the upper limit of the number of elementary areas in each 
segment discussed in the previous section with program symbol M. Its value should not 
exceed 1,000. In the above example its value is 999. 

4, indicating a cos4 8 pattern for the primary source. 
Fourth Number: This is the value n in Equation 7. In this example it has the value 

Fifth Number: The detailed report giving the contribution of the successive seg- 
ments may be eliminated by placing a 1 in the 50th column of the first card. In the above 
example, the zero in the 50th column insures that this detailed report (see Table 5) will 
be printed. In thelanguage of Fortran programming, the format of the first card is (5110). 
(See statement number 40 in Table 1.) 

Second Data Card 

This card contains seven (floating point) numbers in the format (7F10.5). (See 
statement number 41 in Table 1.) Following is an example of this card: 

1 2 3 4 5 6 7 
1234567890123456789012345678901234567890123456789012345678901234567890 

30.00000 0.00000 10.00000 180.00000 0.12500 0.49500 13.20000 

It is seen that each number has five digits after the decimal point, the first number ending 
in column 10, the second in column 20, and so on. It is not necessary to key punch zeroes 
following a non-zero digit after the decimal point. 

First Number: This is the diameter of the reflector in feet. In this example it is 
30.0 feet (the decimal point must be there). 

Second Number: In some problems, parts of the reflector a r e  obstructed by sup- 
ports for  the primary source. The second number in this card is the diameter of the 
ring at which obstruction begins. It is given in feet. In this example the diameter is zero. 

Third Number: This is the diameter in feet of the (second) ring to which the ob- 
struction extends. In the above example it is 10 feet. Thus the part of the reflector ex- 
tending from the center (zero diameter) to the ring with 10 feet diameter is, in this ex- 
ample, obstructed. With no obstruction, both the second and third numbers must be 0.0. 

Fourth Number: Very often the phase of the primary source is not of the standard 
form e-jkR given in Equation 7, and varies with 8. In the SETUP subroutine this is taken 
care of by assuming a phase angle of the form (see Table 2) 

(6 9) P h a s e a n g l e = k R + A ( l - c o s O )  
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The fourth number in this card reads the value of A in Equation 69, in degrees. For no 
deviation from standard, its value is 0.0. In the preface this number is referred to as 
DEVIATION. Other formulas for the deviation of phase from the standard e-jkR require 
changes in SETUP routine, and the fourth number in the second card may then be used to 
define an appropriate parameter. 

Fifth Number: This is the scale, the fraction of the wavelength determining the 
width of successive rings, as discussed above. In this example its value is 0.125 (one 
eighth of wavelength). 

Sixth Number: This is the wavelength in feet. In this example it is 0.495 foot. 

Seventh Number: This is the focal length of the paraboloidal reflector. In this 
example it is 13.2 feet. If the shape of the reflector is other than paraboloid, some in- 
structions in the program must be changed (see Table 4 for scattering from spheroid). 
In such cases the seventh number in the second card has no significance. 

Third Data Card 

This card contains nine (floating point) numbers in format (9F8.3), (see statement 
number 403, Table 1). It conveys the information about the translation and rotation of the 
body coordinates with respect to the space coordinates, as well as information about the 
polarization of the primary source. Following is an example of this card: 

1 2 3 4 5 6 7 
123456789012345678901234567890123456789012345678901234567890123456789012 

355.350 0.000 0.000 -0.144 0.144 0.000 1.000 0.000 0.000 

First Number - Second Number - Third Number: These are the three Euler angles 
In this example a is 355.35 de- a ,  P ,  and rdiscussed in Equation 48, given in degrees. 

grees, P and7 a re  0.0 and 0.0 respectively. If the body coordinate system is not rotated 
with respect to the space coordinate systems, all three numbers a re  0.0. 

Fourth Number - Fifth Number - Sixth Number: These are the x, y and z components 
of the translation of the origin of the body coordinates with respect to the space coordinates, 
as discussed in Equation 4. Their values are given in feet. In this example E x  = -0.144, 
c y  = 0.144 foot, and e Z  = 0.0. 

Seventh Number - Eighth Number - Ninth Number: These a re  the direction cosines 
of the Drimarv source's Dolarization-vector with the bodv coordinates. referred to in 
Equation 3 as"D, ,  D,, ando,. Their value is less than or" equal to l.0,'and the sum of their 
squares must be 1. For this reason, the program computes the value of D, from the values 
given for D, and D, , regardless of thevalue indicatedfor D, on the card. In the above ex- 
ample, the polarization of the primary source is along a" of the body coordinates, since 
D, = 1.0 and D, = 0.0 = D , .  

Theta Data Cards 

Following the third data card, there will  be enough cards to convey the information 
about the e angles of the field points at which the radiated power is to be computed. 

Each of these cards wi l l  be in (8(1X,F8.3)) format (see statement number 402 of 
Table 1). If the number of thetas is less than or equal to 8, only one card is needed. For 
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a number of thetas more than 8 but less than or  equal to 16, two data cards are needed, 
and so on. Following is an example of one such data card: 

1 2 3 4 5 6 7 
123456789012345678901234567890123456789012345678901234567890123456789012 

0.000 0.100 0.200 0.300 0.500 0.800 1.200 2.156 

If the first number in the first card (number of thetas) is less than or equal to 8 (but is 
not zero or blank), then the computer will read this many of the thetas indicated in the 
above card. For example, if the first number in the first data card is 2, then only the 
first two numbers on the above theta degree card will be read, that is, 8 = 0.0 and 0 = 0.1 
degrees. The remaining six numbers will be ignored. If the first number on the first 
card is, say, 27, as in the example given for the first data card, then four theta degree 
cards are needed - the first three having eight numbers each, and the fourth one having 
the remaining three numbers (0 degrees). 

Although the thetas in the data card in the above example are in increasing order, 
this feature is not necessary. As long as the format (8(1X,F8.3)) in each card is observed, 
the numbers may be in any order. This format limits the fractional part to 3 digits, and 
nonfractional parts to 4 digits for positive angles and 3 digits for negative angles. 

Phi Data Cards 

These are in the same format as theta degree cards, and all observations made above 
about theta cards apply to the phi cards. The phi data cards follow immediately after theta 
data cards. The second number in the first data card gives the number of cuts ($degrees), 
and thus determines the number of phi data cards required. Following is an example of a 
phi data card: 

1 2 3 4 5 6 7 
123456789012345678901234567890123456789012345678901234567890123456789012 

0.000 90.000 270.000 

If, in this example, the second number in the first data card is 3, the field points in 3 cuts 
at 0.0, 90.0, and 270.0 degrees will be considered. 

Field Point Elimination Cards 

Three cards follow the phi data cards. If, for every phi given in the phi data cards 
(compatible with the second number in the first data card), every theta given in theta data 
cards is to be considered, then the three cards following the phi data card (or cards) will 
be blank. In such a case, the total number of field points at which the radiated power is 
computed will be the product of the first two numbers in the first data card. 

Very often we may wish to skip computations for some of the 8, 4 points indicated 
by the theta and phi data cards. For example, in the theta and phi data cards shown above, 
we may want to skip computation at (0 = 0.0, 4 = 90.0) as well as at (0 = 0.0, cP= 270.0), 
since these are the same point in space as (0 = 0.0, cP= 0.0). Now if the first and second 
numbers in the first data card are 8 and 3, with three blank cards following the phi data 
cards, computations will be made at 3 X 8 = 24 field points, including (0 = 0.0, += 90.0) 
and ( 8  = 0.0, $= 270.0). To eliminate these two points, we  note that the program starts 
with 4 = 0.0 (the first phi in the data card) and computes the radiated power at all of the 
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thetas (in this case 8). The program then goes to the next value of 4 (in this case 90.0) and 
makes computations for all the values of 6. In our example, so f a r  computations have 
been made for 16 field points, the ninth of which is (6 = 0.0, cP= 90.0). The program then 
proceeds with the next value of 4 (in our example, c P =  270.0) and computes for all thetas, 
thus making computations for 24 field points, the 17th of which is the point (6 = 0.0, 4 = 
270.0). If, in the card following the phi data card (or cards), we incorporate the format 

1 2 3 4 5 6 7 
12345678901234567890123456789012345678901234567890123456789012345678901~ 

9 1 7  0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 

then the computations for the ninth and 17th field points (0.0, 90.0) and (0.0, 270.0) will be 
skipped. In ordering thefieldpoints, the program wil l  count the field point next to (0.0, 
90.0), which is (0.1, 90.0), as the ninth field point. Similarly, (0.1, 270.0) will be counted 
as the 16th field point, instead of as the 18th field point. 

The format of the field point elimination cards (three of them) is (1814), (see state- 
ment number 877, Table 1). Each card may contain as many as 18 integers, four digits 
each, all of them right adjusted. That is, the first integer MUST end in column 4, the 
second integer in column 8, and so on. Thus 3 X 18 = 54 field points may be eliminated 
by punching their appropriate number in the three cards. All zeroes may be left as blanks, 
and the order in which the numbers a re  punched.is immaterial. Thus instead of 9 17 above, 
we could have 17 9, with the same result. Three elimination cards must follow the phi data 
cards, regardless of the number of field points to be eliminated. If none of the field points 
are to be eliminated, these three cards a re  blank. 

The Last Data Card 

The set of cards described above may be repeated to compute different problems 
one after another. This procedure may be necessary for convenience (reducing the num- 
ber of times the physical deck is presented to the computer), or it may be done in cases 
where the number of field points at which computations a re  required exceeds 250. (This 
is a limit set by available computer memory.) In the former case, each batch of data 
cards will differ in their description of the specifications of the problem, such as the 
diameter, wavelength, location of the source, etc. Data cards for one problem will follow 
those for the others. In the second case, the specification of the problem given in the first 
three cards may be the same, but the values on the phi and theta cards differ. 

In all cases there must be an (additional) blank card at the end of the last set of data 
cards. Thus if one problem is run and no field points are eliminated, there will  be four 
blank cards at the end of the data cards, three for elimination cards and the fourth the 
required blank card. If there a re  two problems to be computed one after the other, and 
no field points a r e  to be eliminated, the first set wil l  have three blank (elimination) cards, 
followed by the first card of the second problem. At the end of the data cards for the 
second problem, there must then be four blank cards (as contrasted with the three re- 
quired for the data cards of the first problem). 

This last card causes creation of a mark in the tape written for use with the 4020 
plotter . 

All data cards a re  followed (after the last blank card) by a 7-8 card. 

18 



PROGRAM LISTINGS 

Table 1 gives the listing of the main program. This main program uses the unit 5 
for reading the card, unit 6 for printing out reports, and unit 7 for writing the tape used 
in connection with the 4020 plotter. If the computer center at which the program is used 
utilizes other units for these purposes, appropriate control cards must precede the main 
program. An example of such cards is 

1 
1 
6 

$NAME .UN 5. = .UN2. 

$NAME .UN 6. = .UN3. 
$NAME .UN 7. = .UN15. 

The numbers 1 and 16 above refer to columns in the card. 

The main program must be accompanied by the subroutines SETUP and ADDUP. 
The contents of these subroutines depend on the description of the primary source and the 
geometry of the reflector. All such subroutines are called by the main program as SETUP 
and ADDUP. (The subroutines have no arguments. They use common statements identical 
with those for the main program.) To distinguish one SETUP (or ADDUP) subroutine from 
another, they are given different names (or numbers) in their $IBFTC card. For example, 
the SETUP subroutine shown in Table 2 has the name SET213 (it is for a paraboloid with 
standard illumination) and the SETUP subroutine shown in Table 4 has the name SETSFR 
(it is for scattering from a spheroid, the source being a dipole). 

The main program of Table 1 and the ADDUP subroutine shown in Table 3 may be 
used with either one of the two SETUP subroutines shown in Tables 2 and 4 to compute, 
respectively, the radiated power from a paraboloid reflector or that from a spheroidal 
reflector. 

RESULTS 

In the time available, it was possible to run only a few test results. Some of them 
are presented in Tables 5 and 6, and Figures 4 through 9. The latter a re  in the form of 
computer-plotted graphs. The format in which the results are presented has not been 
finalized, and is due for improvement. 

In the latest version, the program printout consists of three parts. The second part 
is not printed here because there is a 1 in column 50 of the first card. (See Tables 5 and6). 
The first part prints an image of the data cards read, with column numbers 1 through 72 
printed on top,for guidance infinding the location of data onthe data cwd. The significance 
of the data is also printed over their values. The rest of this part consists of messages 
(see Table 5) which describe what values have been used in the problem. At the end of this 
part, the number of elementary areas in each segment is printed. 

The third part of the report (see Table 6) gives the direction of the maximum radi- 
ated power, and the corresponding computed value. It must be understood that this is the 
largest of the values for power radiated in the directions specified in the problem. If the 
field point in whose direction the maximum power is actually radiated is not one of the speci- 
fied field points for which the computation is made, the results must then be understood to 
be the largest of a set and not the actual maximum. 
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This part  of the report also prints the values (in db's) of the power radiated in the 
direction of the specified field point, normalized with respect to the largest value. The 
computer-plotted graphs, examples of which a r e  shown in Figures 4 through 8, a r e  plotted 
from the results in the third part of the report. 
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Table 1 
Block Diagram 

and 
Listing of the Main Program (Version BIM 423) 
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surface and write re-  
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Values 

Use Subroutine SETUP 
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field and unit normal 
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1E.ENGTH FOCAL 0 1 S l . I  
W I  l T E 1  6 r 4 6 1 0 I A ~ O I A l ~ D  I A 2 r A t  rFRC rFLDb tF 

Y1 I T E (  6.98111 
4 6  FJ  RHATI3X. 7F l0 .5  I 

9 8 7 1  F I R M A T I ~ X . ~ H A L F A I ~ X . ~ ~ B E T A ~ ~ X ~ ~ ~ G A ~ A .  1 1 . 1 P ~ ~ l X . 1 H Y . 7 X , i H Z , 7 x . 2 ~ ~  
1 s  6X. 2HD216X1 ZH03 I 

* I  I T E I 6 r 9 8 6 9 1 A r 8 r G . € L ~ E Y ~ E Z ~ D L ~ G 2 , D 3  

d l  I T E I  6 t 1 0 0 3 1  

d l  I T E l 6 . 5 e 7 3 1  

9 8 6 9  F ~ R H A T I ~ X I ~ F B . ~ ~  

1 0 0 3  F I R I I A T I ~ H  I 

9 8 1 3  F J R H A T I ~ X . ~ ~ H T E T A  DEGREES OF FEEL0 F C I h l S l  

4021 F I R M A T I ~ X I ~ I ~ X I F B . ' ~ )  
*< ITE( 6.40211 1 0 ~ ~ 7 ~ 1 1  I,I=I.NTAI 

d l  I T E I 6 ~ 1 0 0 3 1  
Y l  I T E I 6 . 9 e l 2 1  

*l  I T E l 6 ~ 4 0 2 1 l I O 8 S F O l  I I I1-I,NF1l 
d 1  ITE(6 .601 

9 8 7 2  F IRMATI3X,26HFI  DEGREES OF F I E L C  P O l h l S l  

60 F I R H A T I / ~ X I ~ ~ H F O L L O W I N G  POINTS I h  THE T C l b - F I  I b T R I X  HAVE BEEN OM1 

9 3 4  .35  9 3 6  

.38 .3v  
r 4 0  
.41 
~ 4 2  
r 4 3  
.44  
r 4 5  
.46  

- 3 7  

P N E  2 

9 4 1  
4 8  .49 

r50  1 5 1  

. 5 2  .53 

r 5 4  ,55 

956 . 5 7  ,58 

r5Q r60 

rb1 ~ 6 2  r 6 3  

v 6 4  965 

~ 6 6  r 6 7  r 6 8  

rh9 r73 

~ 7 1  9 7 2  

~ 7 3  , 74  ~ 7 5  .7t. . 7 7  

r 7 8  ,7q 

.e2 ' 8 3  .84 ,R5 .86 
- 8 7  r B 8  

.a7 .ai 

r R 9  r90  . S I  -92 r93 
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C 

C 
C 
C 

102 

I 3  

12 

I1 

14 
103 

8 7 6  

5 1  

5 1  I 

8 1 5  

IO 
104 

5 1 5  
1 5  

201 

I009 

81M423 08f 2 5  f67 
EXTERNAL FORWULA NUPBER - SCLRCE STITfNENT - INTERNAL FOQMULA NUY8ERlS I  

A l - A l O R  

Gl=G*OR 
C.=COSlGR I 
S== 5 I N  I GR I 
EL I- CGICA-CB*SA*SG 
EL l=-SG*CA-C8*SACG 
E I I -  SBISA 
ELZ= CG*SA+CB*CA*SG 
EL Z=-SG+SA+CB*CA*CG 
0 2 = - 5 8 * C A  
E L I =  SGISB 
EL3= CG*SB 
€,3= CB 
P I = D 1 8 E 1  L+OZ*EI 1 + 0 3 * E l l  
P1=01tE12+0Z*EZZ+03*E32 
PL=O1*E13+028E2!+03*E33 

********BEGIN SEGPENTATION******** 

P i  TP I l F L O A  
Ul HO=FLOA*FRC 
Nl=IOIA/Z.I /ORHO 
L l = l O l A I f Z . I f O R H O  
L ~ - I D I A ~ / I . I / O R H O  
I (11TE lbs  l O Z l N R  
F l  RU AT I I f l r3X.25HREFLECTOQ 15 O I V 1 C E L  INTO.14r7H RINGS.1 
l i  0 
J= 0 
1. I + 1  
l i l I . G T . 3 9 9 1  GO TO 7 C 1  
1,un=o 
J.J+I 
I;lJ.GT.NRI GO TO 10 
I >SUM=6tJ  
1'1IDSUM.GT.HI GO 10 14 
I rUM=ISUMt lDSUM 
I~lISUM.GT.MI GO TO I 1  
GJ TO 12 
11=1+1 
3 1  I I  11 I=J-1 
V.UU1 I Il=ISUM-IoSUM 
J s J - 1  
GJ TO 13 
d l  I T E l 6 ~ 1 0 3 1 J 1 M  
F>RHATIf fZX,37H THE hUMBER OF €LEHEhTPL BREIS  Ih  T C E I I ~ ~ Z O H  RING I 

I'IISUH.EQ.01 GO TO f 1 6  
11=1+1 
N,UMl I 1  I=  ISUM 
V l l l  I 1  I=J-I 

I S  LARGER THAN. IS r4 iH  .WILL CCk I ICER P t Q T  C F  R I h G S  95 SEGMENTS.1 

r 9 4  
.95 
196 
.97 
191 
r99 
,100 
,101 
,102 
,103 
,104 
, 105  
,106 , I07  

,109 
,110 
,111 
,112 
,113 

, I  08 

,114 
, 115  
,116 
7 117 
,118 
,119 
,120 ,121 ,122 

,123 
,124 
,125 
t l Z 6  . I 2 7  ,178 
, 129  
,130 
,131 ,132 ,133  
1 1 3 4  
,135 , 1 3 6  , 137  
,138 
.I39 ,140 ,141 
,142 
.143 
, 1 4 4  
, 145  
9 146 
,147 
,148 ,149 ,150 

,151 ,152 ,153 
, 1 5 4  
, 155  
9 1 5 6  

8 I M 4 2 3  9 8 / 2 5 / 6 7  
EXTERNAL FORMULA h U W E R  - CCLQCE STITfMENT - INTERNAL FORMULA NUMBERIS) 

I*  11 
L a - 1  
i.=1 
J t  1NG.J 

Y I  lV=lOSUHfM 
U 1  EUr IOSUH-NO l V * M  
0) 511 ISK=I INOIV  
11.11+1 
Y l  I 1  11 I = J  
u,uMllll-M 
LJNTINVE 
I'INREM.EQ+OI GO TO €75 
11=11+1 
u t  I111 I=J 
Y>UMl I I l =NREM 
J x J + l  
ISIJ.GT.NRI GO TO 10 
11 SUM=6* J 
GI TD 5 1  
Y l  I T E I  6.1041 
F>RMAl l / /ZX .55H CENTRIB1 

11 sr- I i+i  

IT ION OF PLL  R E F 1  fCTLF  F IhGS WILL BE PROCES 

Y l  I (  1150 
N,UMl I )=O 
Y,uMos=o 
0) 201 I N = 2 r L I R  
Y~UMOS=NSUWOS+NSUNl1 N I 
d1 I T E l 6 . 1 0 0 9 1  NSUHOS.LIRI~W 

I FlRMATl/ /3X.35HTHE I C T A L  NO. GF bREbS I S  hSUWEI = ,181  
IL3H. NO. O F  SEGMENTS I C  L I R l  i . I 3 . 6 h i  P i r l 4 8 2 P  - 1  

loo8 F~RUATI f13X .37HRESUL lS  BASE0 C b  I h F L l  C A l P .  CIA. - ,F8.4r 
d l l T E 1 6 . 1 0 0 8 1 0 I A ~ F L O A . F R C  

11>H1 WAVELENGTH = eF0.4.31H .SIDE O F  ELEWNTPL B R E I  FRC rF8.5. 
21,H OF WAVELENGTH.1 

d l  I T E I ~ . I O Z ~ I F ~ A ~ B I G . E ~ . E I . E L  
I021 F J R ~ A T I / ~ 3 X ~ Z H F = r F € . 3 r 6 H . * L F A = , F € . 3 , b P ~ ~ € T ~ - ~ F € . 3 ~ 6 H ~ G A M A ~ ~ F 8 ~ 3 ~  

12IH.TRINSLA11ONS ARE.X=lF8.3.3~.~- .FB.3.3H.t i lF8.3rZH . I  
d l  I T E l 6 ~ 1 0 3 1 1 0 1 ~ 0 2 ~ 0 3  

1031 FJRMATlf f3X134HTHE POLLRIZATICN C C I l h f C  bPE L 1  = .F8.5.6H.DZ = . 
1Fs.5.6H103 = .F8.5.2H .I 

W 1 1 T E 1 6 ~ 1 1 1 3 1  
7 1 1 3  F I R H A T I ~ ~ ~ X I ~ ~ H F O L L O W I N G  ARE THE CRC€P h L V 8 E F S  OF THE LAST RINGS I 

I Y  SUCCESIVE SEGHENIS.1 
d l 1 T E l 6 ~ 7 1 L 4 l l N R I l I l 1 I I 2 . L I R I  

7114 F I R M A T I /  2113X.1311 
d l  ITE l6 .11151  

7 1 1 5  FIRMAT11/3X.b7HFOLLOWiNG ARE THE h U I B f R  CF t L f l E h T b L  AREAS I N  SUCC 
lE,SIVE SEGMENTS.) 

, 157  
.15R 
, 159  
,160 
,161 
- 1 6 2  
,163 
,164 
,165 
,166 
.161 
,168  ,169  
,110 , 171  ,177 
,113 
7174  
, 175  
,116 
,171 , 118  ,179 
,180 
.181 
,182 . I03  

,185 , 185  ,106  
,187 
,188 
.189 
,190 
,191 
,192 
,193 
,194 
,195 
,196 
,197 ,198 
,199 ,200 ,201 

,202 ,203 ,204 

,205 ,206  r Z 0 1  

,208 , 2 0 9  . Z I O  

,211 ,217 

,213 ,214 .715  , 
,218 ,219 

PAGE 3 

PAGE 4 

216 ,217 
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C 
C 
C  
C  
C 

Ib 
C 
C 
C  

1 

C 
C 
C  

2 4  

C 
C 
C  
5051 

52 

C 
C 
C 

C 

25 

53  

C  
C  
C 
3  

903  

C  
C 
C 

C 
C  
C  

C 
C 
C  

B I M 4 2 3  08125167 
EXTERNAL FORMULA NUNBER - ICURCE S l I T f M E h T  j I W E R N A L  F3RMULA NllUBERIS1 

Y l l T E 1 6 r 7 1 1 4 1 1 N S U M l I I  . I - Z v L I R )  

b*tt***.END OF S E G P E N T A T I C L I I I * * * I I  

t * t * * * * *BEGIN PREPARATION FOR SETLF* t * l *4 * *  

01 G-D. 
11-0 
L I - 0  
1 1 = m + 1  

*******ALL SEGPEhTS D t N E t l l * t l * l  

1 ' I IR.EP.LIRI  GO TO 3CC 
d1 I T E I  6, LO031 
W P - 0  
11 l = i R + l  
I ' ( IR1.GE. I ISTI  GO TC 5051 
NILR-NR1 I I R I  
NJR-NR11 I R 1 1  
34 SG=NPR-NULR 
lsNO=O 
I= 1 
J I - 1  
J = J + I  
I '(J+EP.NRSGI GO TO 3 
Y 1  I N G = N R I I  I R I + J I I  
L I U - 0  
N1 INGl-NR ING+ t 
Fa ING- FLOAT1 NR I NGI 
F 1  ING-FR ING-. 5  
RiO-FR ING*ORHO 

11 1-1 
I iNDD=IEND 
MJnr b*NR ING 
FYUM-NUM 
D'HI-TPI IFNUH 
It ND-I ENDOmUU 
YJMSUNINRINGI I - IEND 
1'lNRING.GT.L7.AND.NRlNG.LT.L@I CC TC 2 4  

R I D Z = R ~ * * Z  

********SETUP RING 8Y R I N G * * l l t * I *  

CkLL SETUP 
GI TO 1 
I=  l E N D + l  
G I  TO 1 

**** t ***RING CONTAINS YORE 1 t e N  ChL I L G W E h T l t l t t t t t  

W R-NRI  I I R  I1 
YlLR=NPR- l  
Y 1  SG= 1 
V 1 I N G = N R I I I R 1 1  
L,W*O 

,228 
, 2 2 9  , 230  ,231 
2 3 2  , 233  
,234 
,735 
,236 , 2 3 7  ,245 
,239 
~ 2 4 0  
r241 
,242 
,243 
r 2 4 4  
,245 
,246 ,247 , 2 4 8  
,249 
,250 

. r 2 5 1  
,252 
r 2 5 3  
,254 
- 2 5 5  
.256 
,257 
,258 
,259 
,260 
,261 
,267 

,263 , 2 6 4  ,265  
t2bb 
3261 
,268 

-269 
- 2 7 0  
,271 
,272 
,273 
,274 

8 1 ~ 4 ~ 3  081?5/67 
EXTERNAL FDRHULA hUUBER - SCLICE S l I l € C E * l l  - INTERNAL FORMULA NUMBERISI 

,215 
,276 
. 2 7 1  
,278 
- 7 7 4  

,I1 H=6*NR ING 
I ' I N R I I I R 1 1 . E P . N R I l I R l I  GO TO 5 3  
C; LNUW=-. 5  
LrLAST-FLOATINSUMIIR 11 I 
I .  0 
FYUll-NUH 
D ~ H I - T P I / F N U M  
NJMSUHINRINGl lsNSUUI I R 1 l  
l t N D = 1 0 0 0 0 0 0 0  
l~ INRING.GT.L7.AND.NRlNG.LT.LBl  GO 10 2 5  

*******SETUP W E N  RIM; CGLTAINS PCPE 1 V L h  CNL SEGMENTII* t * f t *  

L 4 L L  SETUP 

G> ro 3 
11 IENO+I  
G> TO 3  
C i C A S T = C E L A S T + F L D A T ~ N S L M I l R ~ l 1  
G> TO 52  

******t*BEG1N WITH F IELO P O l h T S l t t l l * * l  

J \K -0  
D1 901 I F I = l . N F I  
03 901 f T I - l r N T A  
J Z K * J A K + I  
01 903 JA=1.54 
I ' (JAK.EP.JOKlJAI1 GO TO 501 
Y ' P I N F P I I  
YJMF(NFP l= IF I  
N lRT(NFP l-lTl 

****t***HEAOING HAS BEEN YRIlTEh*lllt*l* 

I i lLS.EP.11 GO TO 2222 

********PRINTING OF DETAILS  W T  L E C U I R E O l l l l l * * *  

I F l L 3 - E Q . 1 1  GO TO 2222 

********WRITE VEADING FOR D E l b I L E E  C b l b  I I e L E I l * * I * * *  

MI ITE Ib . IOC61  
d1 I T E I  67 10031 
Y I  I T E l 6 . 1 0 0 3 1  
* 1 I T E I 6 . 1 0 3 4 1  

1034 F I R H A l I 3 X ~ 8 9 H F D L L C Y I N G  TABLE G I k E S  Y I F I C L S  F I f L C  VbLUFS FOR INDICA 
1 1 ~ 0  F I E L D  POINTS AND SEGUENT LLCeEI IS l  

Y I  I T E I  6.12081 D lA rFLOA rFRC 
1208 F,RHATI113X,37HTHE? ARE BASE0 CL I N F L l  C b l b .  CIA. = ,F8.4. 

,280 
,281 ,282 , 2 8 9  
,284 
,285 
,206 
,287 
, 2 8 8  
,289 
,290 

,291  , 2 9 2  , 2 9 1  

,294 
,295 
,296  
,297 
,298 

,299 
,300 
1 3 0 1  
,302 
,303 
,304 

309 
,310 

,305 .306 , 307  ,30e 

,311 

,312 ,313 ,314  

,315 -316 , 317  
,318 , 319  
,320 ,321 
,322 ,323 

PAGF 5 

PAGF b 
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81n4z3 0 8 / 2 5 / 6 7  
EXTERNAL FCRMULb NUPBER - I O l P C E  S Ib lEPENT - INTERNAL FORUULA NIIMBERISI 

L I > H .  WAVELENGTH = .F8.4.31H .SICE Cf E l E V E h l l L  I Q E I  FRC = rF8.5. 
ZLIH OF WAVELENGTH.1 

d l  I T E I  6 r  L O Z ~ I F I A ~ ~ I G I E X ~ E V ~ E L  
d l  I T E I  6r 1031l01.02.03 
d1 I T E I 6 .  LOO31 
r l i  I T E l 6 . 1 0 0 3 l  
dL I l E < 6 ~ 5 5 5 5 1  

5555  F I R M A T I I I ~ X I L Z H F I E L O  VALUES*ZlX.3HEFP ~ B X I ~ R E F I I ~ X . E H F T R ~ ~ X ~ ~ ~ E T ~ .  
l B ~ r 3 H t H I . 8 X ~ 3 H E F 1 ~ 6 X I S H P D * E R . * X . I O H l f l ~  PHdSEl  

d l  ITE l6 .1C031  
d l  I l E 1 6 1 5 6 5 6 1  
FJRMATl3X.34HPOINT NO. 1 E l A  F I  SEGeELTI 5 6 5 b  

C 
C 
C 
C 
C 
C 

2222 

C 
C 
C 

C 
C 
C 
6 

27 
2 8  

C 
C 
C 
55 
C 
C 
C 

5 6 5 5  
901 
C 
C 
C 

C 
C 
C 
C 
C 
300 

so1 

500 

502 

C 
C 
C 
C 
C 

t****** tENO OF HEADER W R I T I N E * b l 4 * l * *  

b t *PL*bbSTARl  INTEGRAl lON PRCCEOLPE******** 

L I I l  
XlsO.  
X I P O .  
Y1-0. 
V I - 0 .  
7.1-0. 
n = o .  
1 \ = 0 8 S l O I  Ill I *OR 
f i I - O B S F D I I F l l * O R  

C I  A=COSI T A I  
5: I = S I N I F I I  
C ' I = C O S I F I I  

sr A=SINI TAI 

. * *L+t l . INTEGRblEI I88****  

C I L L  AOOUP 

* t * t t t * *TRANSFORH T O  SPHERICbL CCCFDlhb l fS* * * * * * * *  

L l  R=STAtCF I t X R + S l A l S F  I IVR+Clb*ZP 
C i  I=STAtCFI *X  I+STA*SF I * V I + C l A * L I  
C'R-CF I*YR-SF I t X R  
0 ;  I = C F l * Y I - S F I * X I  
Ll R-CTA*CFI *XR+CTA*SFI *VR-STA* lR  
Cl I=CTA*CF I *XL*CTA:SF l t l l -STA*Z1  
F I  INFP. 1 l = F V l  NFP. L l r C R R  
Fd lNFP121=FVINFPl i l+CRI 
F I I N F P I ~ I * F V I N F P . ~ I + C ~ ~  
F I  lNFP141=FV(NFP141+ClI  
F I  I ~ F P 1 5 1 ~ F V l N F P ~ 5 1 + C F R  
FI INFP,61=FVlNFPIOl+QFI 
1 ' IFVlNFP~31.EP.O.O . C R .  FVIhFP.4I.EC. C - 0 1  C C  TC 27 
P1ASE=ATANZl FVINFP.3 I .FVINFP.41 I I O R  
G I  TO 28 
PiASE=O.O 
PJMER 
I ' I IR1 .NE.L IR I  GO TO 5 5  

=FYI  NFP . 2  I * *Z+FVI  NFF ~ 4 1  I 1 2 t F V  I LFF. 5 I **2+FV INFP. 6 l * *2  

,329 ,330  ,331 
,332 ,333  9 - 3 4  
,335 ,336 
.337 ,338  
.339 ,350 

,341 ,342 
,343 ,344 

, 345  
,346 
,347 
,348 
,349 
,350  
~ 3 5 1  
,352 
,353 
,354  
,355 
,356 

,357 

,358 
1 3 5 9  
,360  
,361 
,362 
,363 
,364  
r 3 6 5  
,366 
9 3 6 7  
,368 
,369  
,370 
,371 ,372  ,373 
, 374  
,375 
,376 
,377 
,378 , 3 7 9  r l R 1  

0 1 H 4 2 3  08/25 I 6 7  
EXTERNAL FORMULA NUPBER - SCLRCE S I P l E M E h l  - INTERNAL FORUULA NUMBERIS) 

P* RINFP I =FYI NFPt  i l t t Z + F Y l  NFP.4 1 t l 2 t F V  I hF Q, f 1 * t 2 + F V l N P P i 6  1**2 

********DETAILS OF OATA NCT $EPUIQEC** * * lb * *  
, 381  

I ~ I L 3 . E Q . l l  GO 10 501 

* I * * C I * I U R I T E  CCUPCNELIS OF E L E C l l i l C  FIELC******** 
~ 3 8 2  - 3 8 3  ~ 3 8 4  

1 F I I N F P ~ 3 l r F V l N F P ~ 4 l r F V l N F P . 5 ) r F V l N F P ~ E l ~ P C ~ E R  .PHASE ,385  ,386  ,317 
IIl I T E 1 6 ~ 5 C 5 5 1 N F F ~ O 8 S 1 C l l l l l ~ O 8 S f C l l F l l ~ l l i ~ F ~ l ~ ~ P ~ l l ~ W l N F P ~ 2 l ~  

FJRMATI3Xv 13r5X1F7.29 11.F7.2.3X d 3 . 3 X  7 8  I F 1 0 - 2 . I X I l  
C iNT lNUE 

I * * t * * *bSTARl  LlTH A NEY SEGVEhT*l l*****  

GJ TO 1 6  

********ALL SEGMENTS bND F I E L O  P C I F l S  OChE*I****** 

********FIND THE DIRECTICN OF P b X J l L b  R A C I b l E E  POWER******** 

C INT INUE 
OJ 502 I = l r N F P  
1'lPWRlII.Ea.O.OI PHR111-0.00ECC0001 
PIRI I I=IO.*ALOG1OIPURlI  I /BIG1 
CJNTINUE 
l = l = N U M F l  IBlG I 
X l  1-NUMTI 1 8 1 G l  

********EN0 OF COI)PUTATIONl*l***** 

********WRITE HEADING FOR 08 IABLE*l****** 

1,-1 

r l  I T E I 6 .  1031101.D21D3 
Wl I T E 1 6 r  3 3 3 3 1  

3333  F I R U A T I ~ ~ ~ X I ~ I ~ H I N  THE FCLLOUlhG TAELE EbCH F t h  GIVES THE POWER I N  
1 2 8 .  THE ZERO 08 REFERENCE IS THE PCLER R b E I I T L G  I N  THE OIRECTIO 
ZY I 

111 1 T E l 6 ~ 3 3 3 4 1 0 8 S T D l I l  I I . O B S F O l 1 F I I  r e l E  
3334 F I R ~ A T I / ~ X , ~ H T E T A  = .F8.3.10H AhD F 1  = .F8.3.25H bN0 HAS A0SOLWE 

I #ALUE ~ F 1 2 . 3 1  

,388 - 3 8 9  ,390  

- 3 9 1  
,392  
,393 ,394 , 395  
,396 
-307 
,398 
,399 ,400 
,401 
,402 +to& ,404 
.405 
,406 A T  
,408 

,409 
,410- 

PAGE 7 

PAGE 8 

03 2 0 8  I = l r N T A B  
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W 
(3 
4 a 

(“ 
9 
v 
c 

N 
9 * 
c 

4 
9 

S 

@ 
m * 
0 
m * . 
(F r- 
5 

- 
v, 

(1: w 
5 
3 z 

.- 
m 

a r-s 
-CL 
V I 0  
NU 
\ 
m d  
o a  
z c 
W 
t 
Z 
I 

I 

I- 
L 
Iy 
L 
Y 
I- 
o. 
I- 
v1 

UI 
U 

4 

U v1 

a 

1 

CL 
UI 
z 
3 
2 

-I 
3 z 
CL 
0 
U 

m 
N A  

I Z  
-a! 

t 
X 
w 

m 

a 

* a  

m w  

4 
U 
I- 

Y 
Y 

- 
v) 

Y 
m 
c 

e 

Lox 
r N  

c- 
L 

9 z 
M 
ZI- 
- 2  
*3 

e. 

c 

c 

5,D 
m 

m - 
W 
0 
I 

X 
v 
4 

?? 

e 
a 
I- 
w 
I 
I- 
I 
u1 

x 
o n  
”U 
-2 

e 

I v) 
P-4 

9 
9 
9 
9 

n m  -x- 

O N  0 4  
N”rn 0 0  m 0  
Icol- w 0 0 0 0  m m  e.+? N 
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Table 2 
Listing of subroutine SETUP (version SET 213) 

Written for a paraboloidal reflector, illuminated 
according to Eq. (7). 
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S E T 2 1  3 
EXTERNAL FORMULA NUMBER SOLRCE S I I T E M E N T  

0 8 / 2 5  I 6 7  
INTERNAL FORHULA NUMBER(S1 

SJBROUTINE LETUP 
6 3  MMON A r  AX1 9 AXR SAY I rAYR r A Z I  . A Z R r A l  .A5 r A 3  r A 4  r A 5  r66vA79 B. A R t  BR 
CSMMON C A r C B t C E L N U M r C F I  .CFRiCG.CKDLPR&AI  ~CRR.CTA~CTI ICELAST 
LJMMON COSTA r C P H I r S I W T A r  SPHI  
C J  l M O N  D 1.02 v 03 I D IAI C P H I  .ORvORHC 
C3WMON E l l r E 1 2 r E 1 3 r E i l r E 2 2 ~ E 2 3 ~ E 3 l r E 3 ~ r E 3 3 ~ E ) I ~ E Y ~ E Z  
CJMMON F ~ F I . F L O A I F N U C , F R I N G ~ F R C . F Z .  G R v G t B I G  
CJMMON HIHX,HYIHZ.~-XFIHYF.HZF 
CJMMON ISIIEI I T l ~ I T Z ~ I T 3 r 1 T 4 ~ I T 5 r l T ~ r l T 7 r l T ~ ~ I F l r I F 2 ~ I F 3 ~ I F 4 ~ I F 5  
C3 W O N  I F6. I F  7 9 IFEINZ r N 3  .N4 r N 5  9 h 6  .N7 
i j M M O N  I . I 1 l I D ~ I O S U U ~ I E N O ~ I E N D C ~ l F I ~ l h ~ I R ~ I P l r I S U C , I T l ~  IBIG 
i3 M l O N  J t J l r  JB1, JBIG. JRINGI 
CJMMON NFI.NFPrNPR~NR~NRINGlNRIhGl~hR!GthSUCCSrNT,L7AlNU~NULR~NUl 
CJMMON PXIPYIPZ 
C3MMON PHIIPOWER~ Q ~ Q D . Q F 1 r Q R r P h A S E ~  R ~ ~ R ~ ~ F F V R ~ C I R H O ~  
CJHWON SA, 58s S F I  SG. SUO r SKR r S T A  t 1 E v T F I .  VOSJ 
idMMON X ~ X I ~ X I U L ~ X R ~ ) I R U L ~ Y ~ Y I r l I L L ~ Y R r I R U L r Z r Z I r Z I U L r Z R t Z R U L  
;3 MMON N R I  I4001 ~ N S U U l 4 0 0 l r N l ~ M S U P ~ 4 0 0 l  r h W T I 2 5 0  1 r h U P F ( 2 5 0  I 

r GI P r CR I v C 1 R  r 011 r OFR. OF I 

I I RP 1L5 t L6 117 .LEI L9rL 10 

L I  f + L I P 1  rLSW tL1 rL2  t 1 3  A4r HI I 1 S T  

CJHMON OBSTO( 2 5 0  l .DBSFD(25C) 

. -  
PAGE 14 

ZdMMON V X I  l 0 O O l ~ V Y ~ l O O O ~ ~ V Z l l O O C l ~ ~ O ~ l l O O O l  r k l - X R l 1 0 0 0 l  r V H X I  11OOOl 
i 3 M Y O N  VHYR( 10001 .VHY I1 1OCOl s V H Z R l 1 0 0 C l  rVkZI( 1C001 r V N X Z i  1 0 0 0 1  
CJMMON VNYZ( 10001 
R r A L  NU 

1; 1 I .EO. ( I E N D + I  I I RETURN 
I ' ( IR l .GE.11ST)  GO TO 17 
L iLNUM=FLOAT(  I - I E N O O I  
CcLNUM=CELNUM-.5 

6, H I = C O S l P H I l  
S J H I = S I N I P H I l  
X*RHO*CPHl 
XE X= X-EX 
V X I  I I = X  
Y= RHO*SPHI 
YFY=Y-EY 
V f  ( I 1=Y 
IF(LSW.EQ.11 GO TO 3 1  
VI. (VRINGI=RHOZ/(F*4 .  I -F  
Z= VZ I NR I N G  ) 
Li Z= Z- EZ 
RZ=RH02+Z**2 
X i = R 2 * * .  5 
Z4 l = Z - R 1  
V > S l N R I N G I = T P  I * l lRHO+.5*ORHO) **2-(RHG-.5*CRkt 1**2) / lFNUH*2. I 
L S  W= 1 

31 V r X Z l  I I = X / Z R l  
V U Y Z ( I ) = Y / Z R l  

C 
C ********RP I S  TPE DISTANCE FFCC T I - €  FHi4SE CENTEP TO ELEMENTAL A R E W 4  
C 

2 1=1+1 

1 8  Pi I=OPHI*CELNUM 

R ~ = I X E X * * Z + Y E Y * * Z + Z E Z * * 2 1 * 4 . 5  
C J S T A = ( E 3 1 + X E X + E 3 2 * Y E Y + E 3 3 * Z E Z l  /RP 

C 
C ********FR I S  CCS T E T A * * N L / R P ~ f H E  F A l l E F h  FPCTOR OF SOURCE** 

. I  
r 2  93 .4 
.5 . b  - 7  
r 8  
r 9  
.IO 
.ll 
r12 
r 1 3  
1 1 4  
r 1 5  
716 
~ 1 7  
r18 
119 1 2 0  .21 
. 2 2  
- 2 3  
7 2 4  
r25 
1 2 6  
v 2 7  
r 2 8  
- 2 9  
930 

r 3 1  
132 

S E T 2 1 3  08/25/67 
EXTERNAL FORUULA WUMBER - SOLRCE STPTEMENT - INTERNAL FOQHULA NUMBER151 

C 
CJ STA=ABSlCOSTAI  
F t=(COSTA**NU1/RP 
44=Q*RP-A1*OR*I 1 .-COSTA I 
C(R=COStQRI  
SC R= S I N  I QR I 

C 
C ********HX,HY,HZ ARE THE CCIFCLEbT!  CF H IL C I P E C T I O N  OF H F I E L O c *  
C 

HX*YEY*PZ-ZEZ 4PY 
H I  = Z EZ *P X- XE X *PZ 
HL=XEX*PY-YEY+PX 
nE IHX**Z+HY**2+HZ**Z 1 *4.5 
HI( F=HX*FR/H 
HI F=HY*FR/H 
HrF=HZ*FR/H 

2 2  V i X R I I l =  HXFtCKR 
V i X I (  I l=-HXF*SKR 
V i  YR ( I 1= HYF*CKR 
V d Y I l  Il=-HYF*SKR 
+ I Z R ( I  I= HZF*CKR 
V I Z I l I l = - H Z F * S K R  
G1 TO 2 

17 C;LNUM=CELNUH+l. 
1'lCELNUH.GT.CELASTl GO TO 1 9  
G1 TO 18 

ik TURN 
EU 0 

19 CELNUM=CELNUM-l. 

1 3 3  
934 
r 3 5  
. 3 6  
137  

* ? 8  
. 39  
e40 
141 
.42 
r 4 3  
.44 
1 4 5  
746  
.47 
148  
149 

q51 
7 5 2  
r 5 3  
r 5 4  ~ 5 5  r 5 6  
.57 
r 5 8  
1 5 9  
160 

PAGE 1 5  
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Table 3 
Listing of subroutine ADDUP (version ADD 193) 
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A 0 0 1 9 3  08/25/67 
EXTERNAL FORMULA NUPBER - SCLRCE STPTEMENT - INTERNAL FURMULA NUMBER(SI 

SJBROUTINE AOJUP 
t i  HHON A, AX1 v AXR ,A I1  9 AVR rhZI v b Z R t A l  .A2 wb3 v b 4 r P 5  r P 6  .Pl. 8. AR. BR 
LJHMON CA~CBICELNUMVCFI . C F R I C G I C K D ~ C L R ~ C P I I C ~ R ~ C T P ~ C T I ~ C E L A S T  
CJHMON COSTA r C P H I v S I k T A t  SPHI  
C l  HWON 0 l r 0 2 1 0 3 ,  D I A  DPHI  .OR t DRHC 
t3MHON E l l i E 1 2 ~ E 1 3 r f 2 1 ~ E Z 2 1 E 2 3 . E 3 1 r E 3 1 r E 3 3 . E 1 . E Y ~ E Z  
Z3MHON F ~ F I r F L O A . F N U C ~ F R I N G ~ F R ~ F R C ~ F Z ~  GR. G I  81 G 
CiHMON H~HX,HY*HZ~HXFIHYFIHZF 
C,NMON IS, I E .  I T  1.112. IT3,IT4,115 , I T t .  I T 7 .  I T @  * I F 1  I I F 2 t  I F3, IF4. I F 5  
CiHMON I F 6 . i F l . I F 8 . N Z . N 3 . N 4 . h 5 . h 6 r N 7  .IRC.LS.L&.L7.C8.L9.L10 

.OR P .CR I r C 1 F  I CT I r CFR 9 D F I  

CJMMON PXpPYsPZ 
Z i NMON P H I  .PO kER t 
C i  HWON SA, SB, SFI. SG, SKD t SKR r S T A  v 1 b r l F I v  VOSJ 
CJYHON X ~ X I ~ X I U L ~ X R I X R O L ~ I ~ V I ~ V ~ L L I I F . I P U L ~ ~ ~ ~ I ~ Z I U L ~ Z R ~ Z ~ U L  

U t C C  r CF I r CR t FHASE , F 1 9 R 2 t F  f 9 FH C 1 RHO2 

.IWMON N R I  (*001 rNSUH( 4COI.NUMSUC(40Cl vhUCIT1 25O)rhUCF(250 J 
ClMMON O B S T D l 2 5 0  l . 0 8 S F 0 ~ 2 5 0 l  
~JMMON V X l 1 0 0 0 l r V Y ~ 1 0 0 C l 1 V Z l l O O C l ~ V O ~ ~ l C O O ~ ~ ~ @ ~ R ~ l C O O l , V H X I l l O O O l  
LJMMON VHYRI 10001 vVHYI1  1 0 0 0 1  .VHZR(ICCCI * V b Z I l  l D O O l  ~ V N X Z I 1 0 0 0 l  
C3MHON V N Y Z ( 1 0 0 0 l  
R;AL NU 
I= 0 
J= NULR 

J I = J + l  
Ir (J.GT-NPRI RETURN 
V J  SJ=VDS( J I 
xtuL=o. 
X I  uL=o. 
Y<uL=o. 
YIuL=o.  
L<UL=O. 
L I  UL=O. 

1FI I .GT.NUHSUHIJ l ) I  GC T@ 3 8  
I;IJ.GT.L7.AND.J.LTILEl GG TO 3 7  
.IJ=P*(VX( I I * C F I * S T A + \ r V ( I ~ * S F I * S T ~ + V Z l J l t C 7 1 1  
cc D=COS(PO) 
SCD=SIN(QOI 
AXR=VNYZ( I I * V H Z R l  I I - V @ V R ( I I  
A< I=VNYZ( I J * V H Z I I l  )-\rHVI (1) 
X t  UL=XRUL+1AXR*CKO-A XILSKDJ 
X I  UL=X 1UL + I AXR*SKO+A X I *C KO I 
A ~ R = V H X R 1 I ) - V N X Z ( I I * V b f R ( I J  
Af  I = V H X I I  11-VNXZI I l * Y ~ Z I l I l  
Y<UL=YRUL+IAYR*CKD-AV I*SKD) 
Y 1  UL=YIULt (AYR*SKD+AYI *CKO)  
AL R=VN XZ 1 I l*VHYR( I I-VNVZ l I I *YHXR (1  I 
A. I=VNXZI  I l*VHY I( 1 1 - U N Y Z I I  I *VHXI 11 I 
Z< UL =ZRUL + I AZR*C KD-A Z I *SKO I 
21 UL=ZIUL+lAZR*SKD+AZ I*CKD) 
G )  TO 3 7  

3 8  XI=XR+XRUL*VOSJ 

7 J = J + 1  

3 7  1 = 1 + 1  

PAGE 11 

.I 
92 
93 
9 4  

t 5  111 r b  ,7 

19 
, l o  
r l l  
. 1 2  
r 1 3  
9 1 4  
.15 
9 1 6  r 1 7  9 1 8  
+ I 9  r 2 0  . 2 1  
.22 
r 2 3  
'24 
- 2 5  
1 2 6  
~ 2 7  
r 2 8  
.29 
~ 3 0  
731 
r 3 2  
r 3 3  
r34  
r 3 5  
r 9 6  
r 3 1  
138  

ADD193 0 8 / 2 5 / 6 1  
EXTERNAL FaRMULA NUCBER - SCLRCE STDTEMENT - INTERNAL FORMULA NUHBER(S1 

XI=XI+XIUL*VOSJ 
Yt=YR+YRUL*VDSJ 
Y 1 = Y  I +Y I UL*VO S J  
L t  =ZR+ZRUL*VOSJ 
21 *ZI+ZIUL*VDSJ 
I =  1-1 
(11 TO 7 
El 0 

r39 
*40 
4 1 
- 4 2  
1 4 3  
r 4 4  
t 4 5  
-46 

PAGE ' 1 2  
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Table 4 
Listing of the subroutine SETUP (version SET SFR) 
Written for scattering from a spheroid illuminated 

Eqs. 55 through 68. 
by an axial dipole. The subroutine implements 
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Table 5 
Sample of the first part of report, produced by using main 
program BIM 423 (shown in Table l), subroutines SET 213 
(shown in Table 2) and ADD 193 (shown in Table 3). 

The image of data cards used is given in this table. Calcu- 
lations are for an antenna with Diameter = 85', Focal length = 
36', Wavelength = 712 illuminated with a cos4 6 primary source 
located at X = 0, Y = 0, Z = 0 with polarization along X axis. 
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Sample 1 

THE OiTA CAROS REA0,THEIR CORRESPChCIhG PLRCPETEPS PhC FORMAT ARE 

12 345:. 7 8 1 0  12 34567 82C 12345 C783C 12345678401234567etO 1234567860 1234567870 12 

NO. TCTAS NO. F I S  ARRAY SIZE COS**N C E T P I L S  Y E S  CF NO 
1 2 1  1 999 1,700 ‘ 1  

I 

OIAMEI ER HOLE O I A I  HOLE CIA2 OEVIATICN I C l L E  h4VELENGTH FOCAL O I S T .  
15.JOOOO 0. 0. 0. C.5000C 0.44700 6.00000 

ALFA BETA GAMA X Y z 01  02 03 
0. 0. 0. 0. C.042 C. 0. 1.000 0. 

TETA JEGREES OF FIELO P a I K i s  
0. 0.100 Q.ZCO 0.30~ c.400 0.500 o.6ao 0.700 

0.80, 0.900 1.COO 1.100 1.2OC 1.300 1.400 1.500 
1.603 1.700 1 . 1 ~ 0  1.900 2 . ~ 0 0  2 . 1 0 ~  2.200 2.300 
2-40, 2.500 2.CCC 2.700 
3.20J 3.300 3 .40C 3.500 
4 . 0 0 ~  4.100 4.2CO 4.300 
4.801 4.900 5.000 5.100 
5 . 6 ~ ~  5.700 5.E00 5.900 
6-40, t.500 6.600 C.700 
7.20, 7.300 7.40C 7.500 
8.00, 8.100 8.200 e.300 

2.80C 
3.60C 
4.40C 
5.2CC 
6.000 
6.,EOC 
1 . C O C  
8.40C 
9.2CC 

1o.coc 
1C.8OC 
11.60C 

2.90C 
3.700 
4.50C 
5.30C 
6.1CC 
6.90C 
7.70C 
8 -5OC 
q.30C 

1C.IOC 
1C.90C 
11.7cc 

3,000 
3.830 
4,600 
5.400 
6.200 
?.OOO 
7.800 
8.600 
9.400 

10.200 
11.000 
ii .8no 

F I  DE-REES OF FIELD POINTS 
270.000 

FOLLJdING POINTS I N  i h E  TETA-FI H A l P I X  HPbE e E E h  CCITlEO 
-0 -0 -0 -0 -c  -0 -0 -0 - c  -e -c -c  -0 -0 -0 
-0 -0 -0 -0 -0 -0 -0 -0 -c  -E -c -c  -0 -0 -0 
-0 -0 -0 -0 -0 -0 -0 -0 -0 -0 -0 -C -0 -0 -0 

3.100 
3.900 
4.700 
5.500 
6.300 
7.100 
7.900 
8.700 
9.500 

10.300 
11.100 
11.900 

-0 -0 -0 
-0 -0 -0 
-0 -0 -0 

RERE-TOR IS OIVIOEO INTO 33  RINGS. 

CONTKA8UTION OF ALL REFLECTOR RINGS h I L L  @E PRCCESEEO. 

THE TJTAL NO. OF AREAS IS NSUMOS 3366 ,  h C .  CF SECHENTS IS L I R l  = 4 r  M 999 . 
RESULIS BASE0 ON INPUT CATA, O I A .  i 15.COCO. CPVELEhETH - 0.4470 ,SIDE OF ELEMENTAL 4REA FRC = 0.50000 OF UAVELENGTH. 

F= j.OOO,ALFA= 0. ,BETA= C. rGAPb= C. rTPPNSLATIONS ARErX= 0. r Y =  0.Q42.2= 0. 

THE PILARIZATION COSINES ARE 01 = C. ,C2 = 1.00000103 = 0. 

F O L L J l I N G  ARE THE ORDER hLPBERS OF THE L A I T  RIhGS Ih  SLCCESIVE SEGMENTS. 

17  24 30 33 

FOLLJaING ARE THE NUMBER CF ELEPEhTAL A R E l S  I N  SLCCESSIVE SEGMENTS. 

9 1 8  882 9 9 0  576 
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Table 6 
Sample of the 3rd. part of report, produced by the programs 
and data given in Table 5. Data from this table a re  trans- 
ferred to a tape for plotting on a 4020 Stromberg Carlson 
plotter. Examples of these a r e  shown in Figs. 5 through 9. 
Results of Table 5 a re  (hand) plotted in Fig. 4. 
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HAXI1IIH POYER IS RAOIATEO I N  O l R E C l l C k  TElA = C.30OiFf= 270.000 

RESULI S EASED ON lNPLT OATAr OIA. i 15.COCO. L I V I L E L C T H  = 1.4470 r S I O E  OF ELEMENTAL AREA FRC F 0.5fOOP I1F WAVFLFNGTH. 

Fp >.OOO~ALFA= 0. .BETA= 0. .Gbhb= 0. I T ~ ~ N S L ~ T I O N S  ARErX= 0. r Y =  0.0421Z= 11- 

THE PJLARIZATION COSINES ARE D l  = C. -02 = 1.@0000*03 = 0. 

1 Y  TH: FOLLUYING TABLE EACW ROW GIVES T+E FCWER I h  (e .  THE ZERO 08 REFERENCE 1 S  THF POWER R4014TCO IN THE OIRFCTION 

TETA * 0.300 AND F I  = 27C.OCO Ah0 H b $  P I S C L L l f  l b l U E  191.180 

F I a O  POINT 
TETA JEGREES 
F I  DE-REES 

OB L E I E L  

F l E L O  POINT 
TETA 3EGREES 
F I  OEIREES 

08 L E I E L  

F IELO POINT 
TETA JEGREES 
F I  D b R E E S  

D9 L E i E L  

F IELD POINT 
TETA ,EGREES 
F I  0E;REES 

08 L E I E L  

F I E L D  POINT 
TETA JEGREES 
F I  OEaREES 

08 L t l E L  

F I E L O  POINT 
TETA >EGREES 
F 1  OEIREES 

08 L E I E L  

F I E L D  POINT 
TET4 JEGREES 
F I  OEjREES 

08 L E I E L  

F I E L D  PUINT 
TETA JEGREES 
F I  Ot-REES 

08 L E I E L  

F I E L L ~  POINT 
TETA JEGREES 
F I  OErREES 

OB L E l E L  

F I E L O  POINT 
TETA >EGREES 
F I  DEIREES 

DB L E I E L  

FIELD POINT 
TETA JEGREES 
F I  OEaREES 

OB LEIEL 

FIELD P~INT 
TETA IEGREES 
F I  O E A E E S  

DB L E I E L  

F IELD PL l lNT 
TET4 rEGREES 
F I  OEIREES 

08 L E I E L  

F I E L D  PLllNT 
TETA JEGREES 

1 2 3 4 5 6 7 R 
0. a.1oaccc c.zocoao 0.300ooo o.Y)onoo 0.500ooo 0.600ono 0.700non 

21c.acc000 21o.oooooo 27o.c~oooo 27o.nnoooo 2 ~ n . n o ~ o o o  27o.noonoo z 7 ~ . n n o o ~ o  27o.wonon 

-C.2€2193 -0.135t4C -0.641734 0.  -0.oini8n - O . C ~ Z Z Z ~  -n.in6308 -0.352797 

5 l a  11 1 2  13 14 15 I6  
o.8coooo c.soacoa 1.coeooo i.iooooo 1.200000 1.3ooooo 1.400ooc 1.5oonoo 

Z I ~ . C C C O C O  ~7c .oooocc  27o.accooo 27o.oooooo 27o.o~oono 27o.oonooo z7o.oconoo ~70.oonnni  

-C.512293 -0.845623 -1.1731t6 -1.558376 -1.000807 -2.503166 -3.067854 -3.697744 

17 le 15 20 2 1  2 2  23 24 
1.6CCOCC 1.7COOOC 1.800000 1.900000 2.000000 2.100000 2.200000 2.300000 

z~c .ocaocc  Z ~ C . O O O C O C  27o.ccoooo 27o.oooooo z~o.oooooo 27o.oooooo 27o.ooono0 27i.ooenoo 

-4.356261 -5.167521 -6.Clt4t8 -6.949071 -7.972659 -9.096293 -10.311375 -11.697531 

25  2 t  27 28 29 30 31 32 
z.4ccoco 2.5ooocc 2.60cooo 2.7noooo 2.800000 2.900000 3.oonooo L I O O O O ~  

z7o.acooco Z ~ C . ~ O C C C C  z~o.cccooc 27o.oooooo 27o.oooooo Z ~ O . ~ M ) O I ) O  2 7 o . ~ 0 m ~ n  271.monoo 

-13. i s e m  -14.~16521 -16.761730 - I R . ~ O ~ Z M  -21.400405 -24.383733 -28.145513 -33.402418 

33 34 35 36 37 3 8  39 40 
?.zcoocc ? . ~ O O C O C  3.4ccooo 3.500400 3.6enooo 3.700000 3.8ooooo 3.900000 

z ~ c . o c a ~ c c  Z ~ C . C C O C C C  Z ~ O . C C C O O O  27o.oooooo 27o.oooooo 2~o.ooooon 27o.o~noon 27~.oooeon 

-43.1'4731 -46.5745~9 -37.805413 -34.596670 -33.151662 -12.65~296 -32.843362 - 3 3 . 6 2 1 4 ~  

4 1  42 43 44 45 46 47 48 
4.cooooo ~ . I O O C O C  4.200000 4.3ooooo 4.4noooo 4.5r~nooo 1.6mooo 4.ronwo 

ZIO.CCOOCO ~ ~ C . C O O O O C  z7o.aocooo 27o.oooooo 27n.nooow~ 27o.oooooo 270.0onoon 27o .ooooo~  

-35.C21311 -37.206675 -40.t3C488 -46.805271 -58.132679 -45.588230 -40.417949 -37.49Rb84 

45 50 51 5 2  53 54 55 56 
4.8c00ca 4.sooooo 5.00cooo 5.100000 5.zooono 5.700000 5.4orom 5.5nnrin 

z7o .cccoa~  n a . o n o o o c  Z ~ O . C C C ~ O ~  27o.oooooo 27o.onoom 27o.ooonoo z7o.onoono 271.900000 

-35.634738 -34.417531 -33.662583 -33.275334 -33.206239 -33.433233 -33.955310 -34.792314 

57 58 59 60 6 1  67 b3 64 
5.6CCOCO 5.70000C 5.80COOO 5.900000 6.000000 6.100000 6.2C0000 6.3P001P 

2io.ocoooo Z ~ O . C O C C C C  z7o.aeaooo 27o.ooonoo 27o.ooooo0 z~o.oooooo 27n.nooooo z7o.nnonoo 

65 66 67 68 69 70 71 72 
c.4CCooa 6.500coo 6.6ooooo 6.7ooooo 6.8ooooo 6.9ooooo 7.ocoooo 7.1non~o 

Z ~ C . C C O O G O  27e.o~oooc Z ~ ~ . C G C ~ O O  270.0000n0 2io.oooooo 27o.oooooo 2~o.oooono 27o.anooo0 

-41.817933 -35.182246 -38.572225 -37.745958 -37.297963 -37.173900 -37.749585 -37.~21285 

13 74 75 76 77 78 79 80 
I . Z C ~ O C O  7.300aac 7.4ooooo 7.5ooooo 7.6ooooo 7.7niooo 7.8ooooo 7.9voon 

z~a .oaooao  2~c.ooococ z i o . c c c o ~ a  27o.oooooo 27o.ooaooo 27o.oo~ooo 27o.oooeoo 270.ooonno 

-38.t15215 -39.173114 - 4 1 . 3 5 3 4 8 1  -43.661133 -46.994269 -52.611845 -63.6612110 -53.499735 

81 e 2  83 84 85 86 87 88 
8.ccoooa 8.1ooccc 8.200000 8.300ooo 8.4ooooo 8.sooooo n.60nnno 8.700ooo 

Z ~ O . C C O O O C  27a.cc000c 27o.ooaooo 27o.oooooo 210.000000 27o.oo~ooo Z ~ O . O O G O O C I  2 7 0 . ~ ~ 0 ~ 0 o  

-47.525113 -44.I0177C -42.185928 -41.442405 -40.560983 -40.044852 -39.840601 -99.923"58 

-4C.Ze6964 -40.446275 -41.537728 -531333023 -45.268432 -48.026191 -52.316046 -br)r746084 

51 58 99 100 101 102 103 104 
s.6coocc 9.700coc 9.eoaooo 9.9ooooo ~o.oooooo xn.iooooo ~ o . m o o o o  i0.300mn 

ZIC.OCCOOC Z ~ ~ . O O O C C C  z~o .caaooo 27o.oooooo Z~O.OO'JO(M 270.ooonoo 27o.oooooo ~7o.nnnono 

-6C.5300C9 -52.783561 -48.75C530 -46.332996 -44.699389 -43.607247 -42.920249 -42.561070 

105 I06 107 108 109 110 111 112 
ic.4aoocc Ic.sacocc L O . L O ~ O O O  10.7r)oooo 10.800ooo io.9ooooo ii.ooooo~ ii.inooo~ 
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Sample 2. 

THE O l T A  CARDS READITHEIR CORRESPCNOING P 4 R b P E T E P S  I k C  FORMAT ARE 

1 2 3 4 5 5  T810123456T~2C123456783C12345t78401234567~~01234567860123456787012  

NO. E T A S  NO. F I S  
1 2 1  

ARRAY S I Z E  C O S I I h  C E T P I L S  
1 999 1.700 

V f S  CF NO 
1 

DIAMEl ER M I L E  O I A l  HOLE O I A Z  D E V I A l I O N  I C b L E  LIVELENGTH FOCAL OIST- 
15.JOOOO 0. 0. 0. 0 - 5 0 0 0 0  0 . 4 4 7 0 0  6 - 0 0 0 0 0  

ALFA BETA GAMA X v 2 01 02 03 
0. -c.o42 c .  0 .  1,000 0. 0. 0. 0. 

TETA JEGREES OF F I E L O  POINTS 
0. 0.100 C.200 0.3OC C-4CO 0.500 0.600 0.700 

0 . 8 0 ~  0 . 9 0 0  1.~00 1.100 1.20~ 1 . 3 0 ~  i.4no 1.500 
1-60, 1.700 I.@OO 1.900 2 . C O C  2.100 2.200 2.300 
2.40) 2.500 2.600 2 .700  2.80C 2.90C 3.000 3 - 1 0 0  
3 . 2 0 ~  3 . 3 0 0  3.400 3 .500 3 .60C 3.70C 3.800 3.900 
4.0UJ 4 . 1 0 0  4.2CO 4.30C 4.40C 4.500 4.600 4.700 
4 .80 )  4 . 9 0 0  5.000 5.100 5.20C 5.30C 5.400 5.500 
5.60J 5 . 7 0 0  5.E00 5.900 6.0JC 6.10C 6.200 6.300 
6 - 4 0 )  t .500 6 .600  6.700 6.80C 6.SCO 7 .000  7.100 
7 .20J  7 . 3 0 0  i .40C 1.500 7.6CC 7.7OC 7 . 8 0 0  7.9JO 

8 . 8 0 )  8.900 5.000 9.100 S.ZOC 9.3OC 9.400 9.500 
9.601 9 . 7 0 0  9.800 4.900 1O.OOC 10.100 10.200 10.300 

10.40J 1 0 . 5 0 0  1C.600 1C.700 1C.8OC 1C.9OC 11.000 11.100 
11.203 1 1 . 3 0 0  11.4C0 1 1 . 5 0 0  11.6OC 11.700 11.800 11.900 
12 .ooJ 

8.00) 8 . 1 0 0  8.200 8.300 e . 4 0 ~  8 . 5 0 ~  8.600 8.700 

F I  OEaREES OF F I E L O  PGINTS 
270.000 

F O L L O l I N G  POINTS I N  THE TETA-FI HPTPIX H A t E  PEEh CCITTEO 
-0 -0 -0 -0 - 0  -0 -0 -c  - c  -c  -0 -0 -0 -0 -0 -0 -0 -0 
-0 -0 -0 -0 -a  -0 -0 -0 - c  -c -c -c -0 -0 -0 -0 -0 -0 
-0 -0 -0 -0 -0 -0 -0 -0 - c  -c -0 -c  -0 -0 -0 -0 -0 -0 

R E R E i T O R  IS OIVIOEO INTO 3 3  RINGS. 

CONTRlBUTION OF A L L  REFLECTOR RINGS h I L L  EE PPCCEBSEC. 

THE T I T A L  NO. OF AREAS I S  hSUHOS = 93669 hC. CF SEGMENTS IS L I R l  = 4 .  H = 9 9 9  . 
RESULrS BASE0 ON INPUT DATA, D I P .  = 15.0000. hbVELENGTH = 0 . 4 4 7 0  r S I O E  OF ELEMENTAL AREA FRC = 0.50000 OF WAVELENGTH. 

F= 5.OOOeALFA= 0.  *BETA= 0. rCPCb= C .  rTRANSLATIONS AREsX= 0. vV= -0 .04212= 9. 

THE PJLARIZATION COSINES ARE 01 = c. .c2 = 1.ooo00.03 = 0. 

FOLL31ING ARE THE ORDER hUM8ERS OF THE L A 5 7  RIhE-5 I N  SUCCESIVE SEGMENTS. 

1 7  2 4  3 0  3 3  

FOLLZNING ARE THE NUMBER OF ELEMENTPL A R E ~ S  I n  SLCCESSIVE SEGMENTS. 

9 1 8  8 8 2  990 576  

42 



MAXIUJM POHER IS RADIATE0 I N  U l R E C l I C h  TElA = 0. .FI- 270.000 

WWLI S BASE0 ON INPUT 04TA.  O I A -  = IS.CCCO+ LIVELENGTH * 0.4470 .S10E OF ELEMENTAL ARE4 FRC r 0.50000 OF h4VELENGTH. 

F- >.OOO.ALFA= 0. .UETA= C. .G4PA= 0. rTFM4SLATIONS 4RE.e  0. .Y= -0 .04ZIZ- 0. 

THE P,LARIZPTION COSINES ARE 01 = 6. .02 = 1.00000.03 = 0. 

1'4 THZ FOLLOWING TABLE EACH ROW G I V E S  W E  FIhEU IC Ce. THE ZERO 08 REFERENCE IS THF POUER RAOIATED I N  THE DIRECTION 

TETA = 0. 

F I E L O  POINT 
TETA JEGREES 
F 1  OEIREES 

DB L E I E L  

F l a U  POINT 
TETA JEGREES 
FI OE.RtES 

DB L E l E L  

F I E L )  POINT 
TETA JEGREES 
F I  OEIREES 

08 L t r E l  

F I E L O  POINT 
T E T A  JEGREES 
F I  O b R E E S  

08 LEIEL 

F I E L D  POINT 

F I  OEaREES 
r E r 4  JEGREES 

OB L E l E L  

F I E L D  POINT 
TtT.4 IEGREES 
F I  U t r R E E S  

OB L t l E L  

F I E L D  POINT 
TETA JEGREES 
F I  OEIREES 

DB L U E L  

F l E L O  POINT 
rETA JEGREES 
F I  OEIREES 

08 LEJEL 

F I E L O  POINT 
TETA IEGREES 
F I  OEIREES 

08 L E t E L  

F I E L D  POINT 
TETA JEGREES 
F I  Ot.REES 

08 L E L E L  

F I E L D  P O I N T  
TETA JEGREES 
F I  OEIREES 

DB LEU EL 

FIELD POINT 
TET4 JEGREES 
F I  Ot-REES 

08 L E l E L  

F I E L D  POINT 
TETA JEGREES 
F I  O t r R E E S  

m LEIEL 

F I E L O  P O l N T  
TETA JEGREES 

AN0 F I  = 27G.OCC Ah0 H B S  b e S C l l l 1  I r I l U E  179.152 

1 2 3 4 5 6 7 8 
0. C.IOOOOC 0.200000 0.300ooo 0.400ooo o.5oonno 0.6noooo 0.700ooo 

210.0~0000 ~ ~ o . c a 0 6 o c  270.c00000 27o.nooooo 27o.oooooo 27o.omnoo 277.00oooo ~7a.oooooo 

C. -C-l99506 -0.454116 -0.763841 -1.130621 -1.556296 -2.043322 -2.593809 

5 I C  I 1  1 2  1 3  14 15 16 
c.800ooo C.500000 1.oooooo LIOOOOO 1.200000 1.3ooooo 1.4ooooo 1 .5owoo  

Z ~ C . C C C O C O  210.c00oc0 2io.cccooo 27o.oooooo 210.000000 210.000000 27o.ooooon 27~.00ooon 

-3.211616 -3.500464 -4.665115 -5.511339 -6.446255 -7.478725 -8.619961 -9.884432 

11  18 19 20 21 2 2  23 24 
1.6CCOCO 1.70C00C 1.860000 1.900000 2.000000 2.100000 2.200000 2.3001100 

~ i c . c c o o c c  ~ ~ C . C O O C C C  2 1 0 . ~ 0 ~ 0 0 0  m . o o o 0 0 3  270.30moo 2io.nooooo 27o.ocoooo 21n.000000 

-11.2$1265 -12.866535 -14.6411e4 -16.688233 -19.077319 -21.967777 -25.668930 -30.977407 

25 26 27 2 8  29 30 31 32 
2.4COOCO 2 + 5 0 0 0 0 C  2.600000 2.703000 2.800000 2.900000 3.000000 3.100000 

21C~OCOOO0 2lC.COOOOC 273.CCO000 270.000000 270.000000 270.000000 2 7 0 ~ 0 ~ 0 0 0  270.000000 

-41.418320 -41 .22ce~1  - 3 3 . 4 ~ 2 5 4 1  -30.194269 -28.531533 -27.699251 -27.426749 -27.593540 

33 34 3 5  36 3 7  38 39 4n 
3.2CC000 E.3COOOC 3.40C000 3.500000 3.600000 3.700000 3.800000 3.90OOOn 

2lC.CC0000 2lC.COOGOC 21C.CCC000 210.000000 210.0000QO 270.003000 270100000rl 270.000100 

-28.151853 - 2 9 . ~ 9 7 1 ~ 5  -3c.413148 -32.383270 -35.0599qt -39.085095 -46.648369 -56.4137m 

4 1  4 2  4 3  44  45 46 47 48 
4.CC0000 4~10000C 4.200000 4.300000 4.400000 4.500000 4.600000 4.lrlOr00 

Z ~ C . O C O O C C  Z ~ O . C O C C O C  27c.ccoooo 27o.oo~ooo Z ~ O . O O O O O O  270.000101 27n.on1)ooo 27o.rlnonon 

-42.526236 -31.338152 -35.lt4040 -34.160137 -33.364522 -32.612648 -37.421586 -32.550841 

45 50 5 1  52  53 5 4  55 56 
4.ecoocc 4.900coc 5.oocooo 5.1ooooo 5.200000 5.30ov10 5.403000 5 .500~00  

Z ~ C . C C O O C O  ~ ~ C . C C O O C C  t i o . cacooo  27o.ooooon 27o.oooooo 270.ooo0'1~ 27o.oooooo 271.noo~oo 

-32.5E1578 -33.14254' - 3 4 - € 5 ? 5 C B  -36.398892 -38.534076 -41.597378 -46.531765 -58.101677 

5 1  se 59 60 61 6 2  63 64 
5.6caooo 5.7ocooc 5 . 8 ~ ~ 0 0 0  5.9ooooo 6.ooooon 6.iooooo 6.2ooooo 6 . 3 n o o o ~  

270.0cooo~ ~ ' IO .COOOCC 210.~00000 27o.oooooo 27o.oooooo 27o.oooooo 27o.oonono 770.ooooon 

-5Z. l ic9E9 -45.272596 -41.66C660 -39.455189 -38.023709 -37.112243 -36.557841 -36.417210 

e5 66  67 6 0  6 9  70 71 77 
6.4COOCO 6.5000CC 6.6CC000 6.700000 6.800000 6.900000 7.000000 7.1OOPrlO 

210.0CCOOO 270.C0000C 21O.CCCOOO 270.000000 2 7 0 ~ 0 0 0 0 0 0  270.000000 270.000000 270.000000 

-3t.54C578 -36.561Q74 -37.656827 -38.787927 -40.319637 -42.458180 -45.568555 -50.692566 

1 3  7 4  15 76  77 78 79  80 
1.2c0000 i.3oococ 7.4coooo 7.5ooooo 7 . 6 n o o ~  7.7ooooo 7.8noooo 7.moooo 

210.0CCOCO 27C.COOOOC 210.CCOOOO 270.000000 270.000000 270.000000 270.000000 210.000000 

-e~.ez51e6 -5+.53576* -48.136895 -44.649765 -42.460805 -41.00511't -40.047926 -39.473133 

81 82 8 3  84 85 86 87 OR 
e.ocaooo 8.1ooooc 8.200000 8.3ooooo 8.400ooo 8.5oqooo 8.600noo R . ~ O O ~ O O  

2 7 0 . 0 ~ 0 0 ~ 0  zic.cooooc 2T0.cCC000 27o.000000 27o.oooooo 27o.nooow ~~0.080ooo zi~.aoonoo 

-35.219672 -39.251481 -35.57eC65 -40.192115 -41.132444 -42.464735 -44.314054 -46.936958 

e5 90 5 1  9 2  9 3  9 4  95 96 
e.8ooooo e.soocoo 5.cocooo 9.iooooo 9.200000 9.3ooooo 9.4noooo 9.5ooooo 

ZIO.OCCOCO 27o.oooooc 2 1 0 . 0 ~ ~ 0 0 0  27o.oooooo 2 7 0 . 0 0 0 0 ~  270.000ooo 27o.oonono ~ 7 ~ . n o n n o o  

-50.569242 -51.858355 -64.004472 -53.177821 -48.716519 -46.066681 -44.325431 -43.1b1903 

51 5e 59 LOO 101 102 103 104 
5.6CCOCG 5.70000C 9.8CCOOO 9.900000 10.000000 10.100000 1'1.700000 10.300000 

21O.CCCOCC 210.COOOOC 270.C00000 270.000000 210.000000 270.000000 270.0MOOO 270.10nOOO 

-42.422028 -42.C26165 -41.933564 -42.128221 -42.614222 -43.416589 -44.590464 -46.231556 

105 106 107 100 109 110 I 1 1  112 
~ c . ~ c o o o c  ~ C . ~ O O C C C  10.600ooo 1o.iooooo 10.800ooo 1o.qooooo 1i.oonooo 11.1onnoo 
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Sample 3. 

THE OLTA CARDS REA0,THEIR CORRESPCNOING PLRPCETEPS ANC FORMAT ARE 

123453 7810123456782C123456783C 123456784C1234567e~01234567860123456787012 

NO. T t T A S  NO: F I S  ARRAY S I Z E  COS**N G E T A I L S  YES CF NO 
121 1 994 1.700 s 1 

O I A M t f  ER M L E  OIAl HOLE O I A 2  D E V I A l I C N  CCDLE YBVELENGTH FOCAL OIST. 
15+JOOOO 0. 0. 0. C.50000 0.44700 6.00000 

ALFA BETA GAUA X Y 2 D 1  02 03 
0. 0. 0. 0. 0 . ~ 8 3  0. 0. 1.000 0. 

TETA JEGREES O F  F I E L D  P O I N T S  
0. 9.100 C.2C0 0.300 C.400 0.500 0.600 0.700 

0 . 8 0 ~  0.900 1.000 1.100 1 . 2 0 ~  1.300 1.400 1.500 
1-60) 1.700 1.800 1.900 2.00C 2.10C 2.200 2.300 
2.401 2.500 z.600 2.700 2 . 8 0 ~  2.900 3.000 3.100 

4.001 4.100 4.200 4.300 4 . 4 0 ~  4 . 5 0 ~  4.630 4.700 
3 . 2 0 ~  3.300 3.400 3.500 3.60C 3.70C 3.800 3.900 

4.80) 4.900 5.000 5.100 5.20C 5-30C 5.400 5.500 
5-62., 5.700 5.800 5.900 6.COC 6.1CC 6.200 6.300 
6.40J 6.500 E.60C t.700 6.800 6.90@ 1.000 7.100 
7.23) 7.300 7.4CC 7.500 7.60C 7.7CC 7.800 7.900 
8.00, 8.100 8.200 8.300 8.40C 8.500 8.600 8.700 
8.80) 8.900 S.000 9.100 9.2OC F.30C 9.400 9.500 
9.603 9.700 5.800 9.900 10.~0~ 10.1oo 10.200 10.300 

10.4~1 10.500 1 0 . 6 0 ~  ic.700 io.eoc i c . 9 0 ~  11.000 11.100 
1 1 . 2 ~ 1  11.300 11.400 11.500 1 1 . 6 0 ~  11.700 11.800 11.900 
12 .OOJ 

F I  DEaREES O F  F I E L D  P C I N T S  
270.000 

F O L L l d I N G  P O I N T S  I N  THE TETA-F I  MATPIX  HAbE E E E h  C P I T T E O  
-0 -0 -0 -0 -0 -0 -0 -0 - c  -c -C -c -0 -0 -0 -0 -0 -0 
-0 -0 -0 -0 -0 -0 -0 -0 -c -c -c -c -0 -0 -0 -0 -0 -0 
-0 -0 -0 -0 -0 -0 -0 -0 - e  -c  -0  -0 -0 -0 -0 -0 -0 -0 

R E R E - T O R  IS D I V I D E 0  I N T O  33 RINGS. 

CONTRIBUTION O F  A L L  REFLECTOR R I N G S  h I L L  eE F R C C E B S E C .  

THE F J T A L  NO. OF AREAS I S  NSUPDS = ? ? 6 6 .  hC. CF SECHENTS IS L I R l  = 4 ,  M = 909 . 
R E S U L r S  BASE0 ON INPUT CATA. C I A .  = 15.COCC. IrAVELENC-TH = 0.4470 , S I D E  O F  ELEMENTAL 4RFA F R C  = Q.50000 OF kAVELENGTH. 

F= > .00014LFA= 0. ,BETA= 0. ,CAVA= C. vTF4NSLATIONS ARE.X= 9. rY-; 0.0R31Z= 0. . 
THE P J L A R I Z A T I O k  COSINES P R E  0 1  = C. r C Z  = 1.00000.03 = 0. 

F O L L 3 1 I N G  ARE THE ORDER FcCH8ERS CF l l - E  L A 5 1  R I h G S  I N  SUCCESIVE SEGMENTS. 

1 7  24 30 33 

F O L L J d I N G  ARE THE NUMBER CF ELEHENTbL PFELS I h  SLCCESSIVE SFGYENTS. 

918 882 990 57t 
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(I4XIt iJH POLER I S  RACIATEO I N  OIRECTICh TETL = C.700.FI= 210.000 

RESUJS BASED ON INPLT DATA. DlA. = 15 .0050~  YIVILELGTH = 0.4470 ,510E OF ELEMENTAL AREA FRC = 0.50000 OF Y4VELENGTH. 

F= ~ . 0 0 O 1 4 L F 4 =  0. .BETA= 0. .GLCL- 0. .TTLNSL4TIONS ARFtXX 0. ,V= 0.083.Z= 0. 

THE P I L A R I Z A T I O N  COSINES LRE 01 C .  ~ 0 2  * 1.00000.0? = 0- 

I Y  T H i  FOLLOYING TABLE EACH ROW G l k E S  THE F C M E R  I A  C 8 .  THE ZERO 08 REFERENCE IS THE POYER R4OlATEO I N  THE DIRECTION 

TET4 * 0.700 AN0 F I  = 210.000 bbO HAS L B I C L L T €  VBIUE 190.850 

1 2 3 4 5 6 1 n 
0. 0.100occ 0.200000 0.300ooo o.400000 0.5000oo 0.60nooo o.innooo 

2 1 0 . 0 ~ ~ 0 0 0  ~70 .cooooo  zic.cocooo ~ 7 o . o o o o ~ o  27n.ooonoo 270.0030oo 210.000000 210.00oo00 

-1.153378 -0.824547 -0.552996 -0.336095 -0.111103 -C.063143 -0.005580 n. 

5 10 11 12 13 14 15 16 
c.8coooo c.soococ i.cooooo t.iooooo 1.ro~ooo l.3nonoo 1.~01)ooo 1 . 5 ~ 0 0 1 0  

~ 7 c . o c o o o o  Z ~ C . O O C C O C  21c.~c0000 27o.oooooo 210.000000 Z ~ C . O O ~ O O O  ~7o .oooooo  279.onnooo 

-0.C46208 -0.144215 -C. iS4240 -0.496714 -0.752283 -1.061825 -1.526464 -1.847595 

11 18 19 20 2 1  22 23 24 
i.tooocc 1.woooc 1.8ooooo 1.9ooooo 2.000000 2.100~00 7.211nooo 2.30nooo 

2lC.OCOOOC 2lC.OOOCCC 2lO.CCCOOO 2 1 0 ~ 0 0 0 0 0 0  210.000000 270.003000 270.000000 270.100000 

-2.326915 -2.166461 -3.46f664 -4.136413 -4.873141 -5.682934 -6.510681 -7.542269 

25 26 27 28 29  30 31 32 
2.4COOOO 2.5000CO 2.6OCOOO 2.700000 2.800000 2.900000 3.000000 3.100000 

270.000000 ~ ic .oooocc  ~ ~ O . C C C O O O  27o.oooooo 27~.001000 210.000000 27o .oono~o  27o.oonoon 

-8.6C4848 -9.167206 -11.C4C292 -12.431998 -13.918331 -15.685267 -17.591841 -19.745630 

3 3  34 3 5  36 37 38 39 40 
3.2oooon 3.3oococ 3.40cooo 3.500000 3.6ooooo 3.7ooooo 3.~0nooo 3.900nno 

zio.ocooco ~ ~ O . C O C C C C  2 7 0 . ~ 0 ~ 0 0 0  210.000000 210.900000 no .oonooo  270 .~0oono  270,nooono 

-I212151tS -25.132343 -28 .10795  -33.445112 -40.974355 -65.989950 -42.744058 -38.631311 

41 42 43  44 4 5  46 47 48 
~.OCOOOO ~ . I O O O O C  +.2ooooo 4.3oonoo 4.4oooon 4.5oo00.1 4.6ooono 4.7onooo 

2lC.CCCOCC 270.COOOOC 270.OCC000 279.000000 270.000000 270.000000 210.000000 270.900100 

F I E L D  POINT 
TETA >EGREES 
F I  DESREES 

DE L E l E L  

F I E L D  POINT 
TETA IEGREES 
F1 D L R E E S  

DB L E I E L  

F I E L D  POINT 
TETA JEGREES 
F I  DE,REES 

08 L E l E L  

F I E L D  POINT 
TET4 IEGREES 
F I  O t i R E E S  

MI L E l E L  

F I E L D  POINT 
TETA lEGREES 
F I  DEaREES 

08 L E l E L  

FIELD POINT 
TETA >EGREES 
F I  DESREES 

MI L E l E L  -3l.ClC148 -36.15557C -37.3511C4 -38.858960 -41.537963 -46.360690 -55.867817 -48.169171 

F I ~ O  POINT 
TET4 >EGREES 
F I  D t i R E E S  

45 50 5 1  5 2  53 5 4  55 56 
4.8COOCO 4.50000C 5.COC000 5.100000 5.200000 5.300000 5.400000 5.50000C 

~ ~ O . C C C O O O  210.00000c 27o.occooo 27o.oooooo 210.000000 ~7o.oonooo 210.000000 210.000000 

-42.1f3019 -38.E06141 -36.611212 -35.144192 -34.160813 -33.560441 -33.282296 -33.204718 08 L t l E L  

F I E L D  POINT 
TET4 JEGREES 
F I  DEjREES 

57 5e 59 60  6 1  6 2  6 3  64 
5.6CCOOC 5.10000C 5.80C000 5.900000 6.000000 6.100000 6.200000 6.300000 

210.00~000 ~ ~ O . C O O O O (  ~ 7 0 . 0 0 0 o o o  27o.oooooo z7o.oooooo 210.000000 21n.000000 210.90non0 

-33.5 f 6 1 M  -34 .I6221 3 -35 -04EC55 -36.295497 - 38.00 2081 -40.358480 -43 J q 1 5 4 8  -49.567374 m L E ~ E L  

F I E L D  POINT 
TETA iEGREES 
Ff D b R E E S  

65 66 6 1  6 8  6 9  7 0  71 12 
6.4CCOCC 6.5COOOC 6.6CCOOO 6.700000 6.800000 6.900000 7.000000 7.100000 

210.000050 Z ~ O . O O O C O O  2 1 0 . ~ ~ 5 0 0 0  27o.oooooo 27o.oooooo 27o.nooooo ~io.oooooo 213r000000 

-61.374949 -50.435534 -44.921647 -41.892921 -39.966744 -38.707928 -37.917301 -31.498101 08 LEdEL 

F I E L D  P O I N T  
TETA IEGREES 
F I  OCrREES 

73  7 4  15 7 6  7 7  18  7 9  80 
7.zccoco i.3ooooc i.4ooooo 7.5ooooo 7.600000 i . ioonm i.8ooooo 7.9ooonn 

210.~00000 270 .00000~  ~io.oooooo 210.000000 Z ~ O . O O O O W  21~.000000 27n.owono zio.nooooo 

00 L E l E L  -37.40C4C9 -31.60C484 -38.C55093 -38.918491 -40.109892 -41.772605 -44.102973 -47.541406 

F I ~ D  POINT 
TETA JEGREES 
F I  0E.REES 

81 82 83 8 4  85 86 87 88 
8.oooooo e.looooc 8.200000 8.3ooooo 8.4ooooo 8.50qono 8.6oonoo 8. iooooo 

210.000300 2 1 0 . ~ 0 0 0 0 ~  210.000000 27o.oooooo 27o .oo~ooo  ~7o .oooooo  2 1 0 . 0 ~ 0 0 0  ~in.nnoooo 

-5'1350859 -61.85505C -52.115543 -47.692865 -44.733951 -42.805203 -41.509208 -40.664189 

85 90 51  9 2  93  9 4  9 5  96 
8.800000 8.5OOCOC 9.CCC000 9.100000 9.200000 9.300000 9.400000 9.500000 

210.000000 2ic.ooonoc 210.000000 27o.oooooo 27o.000000 270.000000 210.0000n0 ~7o .ooooon  

-40.116335 -39.995551 -40.055P46 -40-484627 -41.165629 -42.181471 -43.606519 -45.>82112 

OB L E I  EL 

F I ~ D  POINT 
TETA >EGREES 
F I  OErREES 

DB L E l E L  

FIELD POINT 
TETA JEGREES 
F1 OEiREES 

5 7  50 99 100 101 101 I03 i n 4  
9.6COOCC 5.100COC 9.8OC000 9.900000 10.000000 10.100000 10.200000 10.30?000 

27c .0~0000  210.00000c Z ~ C . C C O O O O  21n.000000 210.000000 Z ~ O . O ( W ~ O O  210.000000 21'1.000000 

d L E I E L  -4E.4C0927 -52.156251 -61.162040 -59.703238 -52.473783 -48.689395 -46.321192 -44.138265 

F I E L D  W I N 1  
TET4 lEGREES 

1C5 106 101 108 109  110 111 11, 
io.4ooocc 1c.moo0c 10.60cooo io.7ooooo t0.800000 io.9ooooo 1i.ooooon 11 .innam 
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Sample 4. 

THE 04TA CAROS REAO.TkEIR CORRESPCNOING PCRACETEFS BNC FORMAT ARE 

1234% 7810123456782C12345t783C 12345618401234567E~C1234567860123456787012 

NO. E T A S  NO. F I S  ARRAY SlZE CO$**h CZlAILS VES CR NO 
1 2 1  1 954 1.700 1 

OIAMErER M L E  O I A l  HOLE OIA2 OEVIAlIClN SCALE YIVELENGTH FOCAL OIST. 

ALFA BETA GAMA X Y 2 01 02 03 
0. 1.000 0. 

15.JOOOO 0. 0. 0. G.SOCEO o .++ion 6.ooooo 

0. 0. 0. 0. -c.ce3 c. 

TETA JEGREES OF FIELO POINTS 
0. 0.100 C.2OC 0.3OC C.400 0.500 0.600 0.700 

0.803 0.900 1.000 1.100 1.2OC 1.300 1.400 1.500 
1.60) 1.700 1.800 1.900 2.COC 2.10C 2.200 2.300 
2.402 2.500 i . tO0  2.700 2.8CC 2.90C 3.000 3.130 
3.201 3.300 3.400 3.500 3.60C 3.70C 3.800 3.900 
4.00) 4.1CO 4.200 4.300 4.40C 4.50C 4.600 4.700 
4.80, 4.900 5.CCO 5.100 5.20C 5.30C 5.400 5.500 

6.405 6.500 t - 6 0 0  6.700 6.eOC 6.90C 7.000 7.100 
7-20) 7.300 7.4CC 7.500 7.6CC 7.70C 7.800 7.900 
8.00, 8.100 8.200 8.300 8.40C 8.500 8.600 8.700 
8.802 8.900 9.OOC 9.100 9.20C 9.300 9.400 9.500 
9 . 6 0 ~  9.700 9.800 4.900 1O.CCC 1C.100 10.200 10.300 

10.40, 10.500 1C.6CO 16.700 1O.BCC lC.900 11.000 11.100 
11.20) 11.300 11.400 11.500 11.60C 11.700 11.800 11.900 

5 . 6 ~ ~  5.700 5.80C 5.900 t .COC 6.lOC t.200 6.300 

12 . O O j  

F I  OEiREES O F  FIELO POINTS 
270.000 

FOLL3rING POINTS I N  THE TETA-FI M A T P I X  VAtE BEEh C C I T I E O  
-0 -0 -0 -0 -0 -0 -0 -0 -c  -c  -0 -0 -0 -0 -0 -0 -0 -0 
-0 -0 -0 -0 -0 -0 -0 -0 -E -c - c  -c  -0 -0 -0 -0 -0 -0 
-0 -0 -0 -G -C -0 -0 -0 -0 - C  - C  - C  -0 -0 -0 -0 -0 -0 

REREiTOR I S  OIVIOEO INTO 33 RINGS. 

CONTRiBUTION OF ALL REFLECTOR RINGS h l L L  EE PPCCECSEO. 

THE TJTAL NO. OF AREAS I S  NSUHOS 3 3 6 6 ,  NC. CF SECMENTS IS L I R I  = 49 M 999 

RESULIS BASED ON INPUT DATAr O I A .  - 15.COC0, hPVELENCTH = 0.4470 , S I D E  OF ELEMENTAL AREA FRC I 0.50000 OF WAVELENGTH. 

THE PiLARIZATION COSINES ARE 0 1  = C. rC2 = 1.00030.03 = 0. 

FOLLl1ING ARE THE ORDER hUPBERS CF 1hE LA51 RIhCS I N  SUCCESIVE SEGMENTS. 

1 7  2 4  3C 3 3  

FOLL3# ING ARE THE NUMBER OF ELEMENIAL APE15 I N  SCCCESSIVE SEGMENTS. 

918  882 990 5 7 t  
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TETA = 0. 

F I E L O  POINT 
TETA JE6REES 
F 1  OEsREtS 

AN0 F I  27C-000 LbO HAT A 8 S C L L l f  9PIUE 146.331 

1 2 3 4 5 6 7 8 
0. C.10000C 0.2OOOOO 0.300000 0.400000 0.500000 0.600000 0.700000 

21C~OCOOOO 2lC.COOOCC 21C.CCCOOO 270.000000 270.000000 270-000000 270.000000 270.000000 

OB L E I E L  

F I E L D  POINT 
TETA IEGREES 
F I  OEsREES 

0. -0.386673 -0.833732 -1.343758 -1.919876 -2.565846 -3.286223 -4.08b559 

5 IO 11 12 13 14 15 16 
0.8coooo c.5ooooc i.oocooo i.1ooooo 1.200000 L ~ O O O O O  i.4ooooo 1.5nncoo 

27O.CCOOCO 21C.COOOOC 270.CCOOOO 270.000000 270.000000 270.000000 270.000000 210.000000 

DB L E I E L  

F I E L O  POINT 
TETA JEGREES 
F I  OEaREES 

08 t E I t l  

F l E L O  P O I N l  
TETA IEGREES 
F I DE&. E E S 

08 L t l E L  

F I E L D  POINT 
TETA JEGREES 
F I  D b R E E S  

OB L E I E L  

F I E L D  POINT 
TETA >EGREES 
F I  OEaREES 

08 LEIEL 

F I E L O  POINT 
TETA JEGREES 
fI O t i R E E S  

08 LEIEL 

FIELO POINT 
TET4 IEGREES 
F f  DEiREES 

G 0  L t l  E l  

e l a n  POINT 
TETA JEGREES 
F I  OE-REES 

08 L t l E L  

F I E L O  POINT 
TETA JEGREES 
F I  OtsREES 

08 L E l E L  

F I E L O  POINT 
TETA JEGREES 
F I  OEiREES 

0 8  L E I E L  

FIELD POINT 
TETP. JEGREES 
F I  OEIREES 

0 8  L E I E L  

F I E L D  POINT 
TETA JEGREES 
F 1  DEsREES 

-4.513681 -5.556114 -7.044596 -8.252999 -9.595620 -11.109334 -12.817251 -14.775377 

h I8 19 20 2 1  7 2  23 24 
1.6COOCO 1.lOOOOC l.800000 1.900000 2.000000 2.100000 2.700000 2.300000 

Z ~ C . C C O O C C  ~ i o . c c o o o c  2~o .cocooo  27n.oooooo ~7o .ooaooo  210.000000 270.oooooo Z ~ O . Q O O O O O  

-13.065871 -15.830104 -23.350300 -28.317639 -37.482762 -40.776277 -31.829901 -28.267072 

25 26 27 2 8  29 30 3 1  32 
2.4COOOO 2.5COOCC 2.60COOO 2.700000 2.8000W 2.900000 3.'100000 3.100000 

2lO.CCCOOO 27C-OOOOCC 27O.CCCJOO 270.000000 210.000000 270.000000 210.~00000 210.0001100 

3 3  34 3 5  36 37 38 39 40 
?.ZCEOCC 3.3OCCOC 3.400000 3.500000 3.6000W 3.700000 3.500000 3.900000 

210.000000 2lC.CCOOOC ZlO.CCC000 270+000000 270.000000 270.000000 270.000000 270.000000 

-30.120527 -32.6e5C54 -36.4C7052 -42.839915 -66,057246 -42.925810 -37.619986 -34.793194 

4 1  4 2  4 3  44 45 46 47 48 
4.OCO000 4.lOOOOC 4.200000 4.300000 4.400000 4.500000 4.600000 4.700000 

21C.000000 2lC.COOCOC 270.CC0000 270.000000 270.000000 210.000000 210.3C0000 270.900000 

-33.Ct3891 -31.993769 -31.351776 -31.163110 -31.260890 -31.668101 -32.391956 -33.466180 

45 5c 51 52  53 54 55 56 
4.ecoooo 4.9coccc 5.cocooo 5.1ooooo 5.2ooooo 5.moooo 5.rooooo 5.5ooooo 

21O.COOOCO 2lO.COOCCC 270.00COOO 270.000000 270.000000 270.000000 270.000000 270.000COO 

-34.'62915 -37.025365 - 3 9 . 5 5 5 8 4 3  -44.588208 -54.993750 -53.273909 -44.689001 -40.825944 

57 58 59 60  6 1  6 2  6 3  64 
5.6oooco 5. ioccoc 5.eocooo 5.9ooooo 6.0ooooo 6.10003o 6 . ~ 0 0 o n o  6.300000 

210.OCCOCC 270.CCOOOC 210.C00000 270.000000 270.000000 270.000000 270.004000 271.000000 

6 5  66 6 1  6 8  6 9  7 0  7 1  72 
6.400000 6.500C00 6.bCC000 6.700000 6.800000 6.900000 7.000010 7.100000 

210.COCOOO 270.000000 270.COCOOO 270.000000 270.000000 270.000000 270.000000 2 1 0 ~ 0 0 0 0 0 0  

-37.545616 -39,033114 -41.1Ct700 -44.104176 -48.963983 -60.957473 -55.115622 -47.530901 

7 3  14  1 s  7 6  7 7  7 8  7 9  80 
7.200000 1.30000C 1.4CC000 7.500000 7.600000 1.700000 7.800000 7.900000 

270.000000 270.00000C 210.000000 270.000010 270.000000 270.000000 270.000000 270.000000 

- 4 3 . 8 4 2 1 8 1  -41.558514 -40.045560 -39.049275 -38.444088 -38.165154 -38.119977 -38.478232 

8 1  82 e 3  8 4  85 86 87 88 
8.ccoooo 8.100ooc 8.200000 8.300090 8.woooo 8.50nooo 8.6ooooo 8.7ooooo 

210.000000 2 1 0 . ~ 0 0 0 0 c  2 1 0 . ~ ~ 0 0 0 0  27o.oooooo 210.000000 270.moooo 27o.oooono 27o.000000 

-39. C 68889 -3 9. S 82 13 1 -4 1 .28 2 244 -4 3.086 574 - 4 5. h3 8 166 -49.5 2909 5 -56.9 1362 6 - 65.5 93 24 1 

85 90 5 1  9 2  93 94 9 5  96 
8.800000 8.5OOCOC 9.CC0000 9.100000 9.200000 9.300000 9.400000 9.500000 
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AUTOMATIC FREQUENCY SEARCH AND ACQUISITION TECHNIQUES 
FOR PHASE LOCK RECEIVERS* 

Bernard Silverman** 

ABSTRACT 

In the acquisition and trackingof modulated telem- 
etry signals using phase lock loops, the receiver may 
erroneously lock on a sideband rather than the carrier 
frequency. When this happens, it is almost impossible 
to demodulate and recover the information contained in 
the signal. 

Three circuits are presented which overcome this 
shortcoming of sideband lock. However, no analysis is 
given of their performance in the presence of noise. 
From experience it is known that all three circuits ex- 
hibit a threshold due to the presence of noise. 

Since these circuits are nonlinear and exact ana- 
lytical results cannot be obtained, it is recommended 
that an experimental study be made along with further 
analysis to determine the limits of performance. 

INTRODUCTION 

In telemetry and communications with satellites or  deep space probes, the problem 
exists of acquiring and tracking a radio signal that is masked by noise. In cases where 
the predetection signal-to-noise ratio (SNR) (in decibels) is negative, coherent communi- 
cations receivers using phase lock loops (PLL) have been employed. 

Two recent books (Reference 1 and 2) describe the general behavior of the PLL and 
analyze the performance of such receivers. 

A particular problem arises when a receiver locks on a sideband frequency (a, * am ) 
of a signal while searching for the carrier', ac. Since the received signal normally is re- 
corded on magnetic tape and not demodulated at the time of reception, this condition of 
sideband lock may not be apparent. When demodulation of the signal is attempted later, 
it is practically impossible if there has been false sideband lock. 

In this paper, first a description of the noise-free behavior of the phase lock loop is 
presented. Then three different circuits are discussed which overcome the problem of 
sideband lock. They are: (1) the balanced discriminator, (2) the quadricorrelator, (3) the 
contiguous comb-type PLL's. 

The first two of these circuits operate satisfactorily only with relatively high signal- 
to-noise ratios. However, the third circuit seems to offer the possibility of performance 
comparable to that of a narrow-band PLL. Gardner (Reference 1, page 23) gives the hold- 
in S N R  threshold for narrow-band PLL as 0-1 db and the threshold for acquisition as 3-6 
db . 

*This problem was proposed by Mr. T.U. Saliga of GSFC. 
**Syracuse University. 



No noise analysis is given for these circuits; it is recommended that they be given 
further theoretical and experimental study 

THE NOISE-FREE PHASE LOCK LOOP (PLL) 

The problem will be introduced by describing the operation of a phase lock loop (PLL). 
Several parameters of the system will be defined which will  be useful in evaluating its per- 
formance under sideband lock conditions. 

Consider the block diagram of the PLL shown in Figure 1. Let: 

s = f iv ,  sin w1 t = f i v ,  sin e,, (1) 

But: 8, =a2 = w o  t h v c  =ao t h F ( v d )  (3) 

where 

wo is the free-running frequency of the VCO, and h is the sensitivity constant of the 
voltage-sensitive reactance (or timing) element in the VCO. It also accounts for any linear 
amplification in the loop. 

S- Input signal 
X-Multiplier or phose detector 
F {p} : Linear network (filtering, gain) 
VCO: Voltage controlled oscillator 
Note: It is convenient to use F {p), the Heaviside operator 
notation, in defining the differential equation which describes 
the PU,  because of the nonlinearity introduced by the multiplier, 
X. However, F is a linear network, and sometimes i t  is convenient 
i o  describe i t  by its transfer function, "d(S)= FM,  which is a 
function of the complex  variable,^. v, (SI 

Figure 1-Phase lock loop. 
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Furthermore: Vd = s v  

Here and throughout this paper, the high-frequency terms in the output of the multi- 
plier me not retained because the response to these high-frequency signals is negligible 
as a result of the low-pass nature of Fip). Also, in practice most detector outputs include 
only low-frequency components. Thus: 

a vd = v, v, sin (e1 - 8,). 

Substituting (4) into (3): 

8, = wo t h V, V, F {sin (8, - e,)} 

where K = hV,V,. 

This equation may be rearranged as: 

(4) 

where: + = e, - e, , the phase error ,  and 
Aw = 8, - w0 , the initial detuning o r  initial frequency error. 

Equation 7 describes the noise-free behavior of the PLL. Note that +(t) is a slowly 
varying quantity. Consequently, the synchronization of two high-frequency signals, S and 
v in Figure 1, has been reduced to the process of adjusting a slowly varying phase to a 
constant. This allows F{p) to be a low-pass filter - a condition which results in a great 
enhancement of the signal-to-noise ratio in the PLL, which is the principal advantage of 
this type of circuit. It is implied in this discussion that the approximate value of the fre- 
quency of the signal is known. 

In order to discuss the PLL further, an explicit expression for ~ { p )  must be given. 
Typically, this is a double-time constant network whose transfer function may be expressed 
as: 

s t a  
s t b  

F ( s )  =-. 
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Equation (7) reduces to: 

The behavior of this nonlinear equation has been studied extensively and the results 
are summarized in Chapter 3 of Viterbi (Reference 2). Observe that if lock or synchroni- 

constant and c$ = q? = 0. Since sin Cp is always less than or equal to 
lock only if 

sation is achieved, 4 = 
1, the system achieves 

Equation 10 gives a useful bound on the loop performance. 

LINEAR DESIGN CRITERIA 

When a high-gain PLL is synchronized, the phase error ,  4 = (8 ,  - 0,) in Equations, 
is small and s i n  (e1 - 02) may be approximated by (e ,  - e2) . 

Furthermore, if the substitutions 

e. = e, - mo t 
1. 

8, = e, - mot 

are made, Equation 5 reduces to: 

This is a linear equation (if F {P) is linear) whose solution is well known. While this 
equation does not apply during the acquisition of the signal (out-of-sync condition) or for 
large phase errors ,  useful design criteria can be obtained from its solution. 

For instance, when the filter circuit of Figure 1 is used, 
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Substituting this in Equation 11 and taking the Laplace transform yields: 

where 

5 =w" 2 (T2 +;). 

The loop noise bandwidth is defined (Reference 1) as: 

when H( jw) = HI ( j  a) of Equation 12, 

The mean-square or  variance of the output phase jitter,st , due to white input noise 
is directly proportional to% . Consequently, it is desirable to make this quantity as small 
as possible. 

On the other hand, it can be shown (Reference 1) that for high-gain systems under high 
signal-to- noise ratio conditions: 

(1) The holdin frequency range, the maximum value of (a1 - o0) for which a syn- 
chronized PLL will  remain synchronized, is: 

(2) The acquisition or pullin range, the maximum initial frequency difference 
(wl - w0! 
approximated by: 

for which an unsynchronized system will  achieve synchronization, can be 
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(3) The acquisition or pullin time can be approximated by: 

where is the initial frequency detuning. 

Usually it is desirable for q and Tp to be as smallas  possible and and Amp to be 
as large as possible. Since these quantities are interrelated, some compromise must be 
made in any particular design. 

RESPONSE TO A MODULATED SIGNAL 

Consider now the case of a PLL tracking a narrow-band split-phase modulation sig- 
nal. The power density spectrum for this signal is derived in the Appendix. For purposes 
of discussion, the case of a continuous "one" modulating the carr ier  will be considered. 
It may be represented as:* 

S, = ETv sin (uc t + P sin wm t )  

Proper operation of the anti-sideband- lock circuits discussed later requires only 
that the spectrum of the signal be symmetrical about the carrier.  The exact signal spec- 
trum will affect the carrier-to-noise ratio and consequently affect the range of signal 
power required for satisfactory operation. However, it will not affect the principle of 
operation. 

COS (u2 t t e (0) = Jz-v, e, : 
For the circuit shown in Figure 1, when S = S, of Equation 18 and again v = 6 v 2  

6, =a2 =ao t h F  {(S,) (v)) 

where only the low-frequency terms have been retained. 

*ForP=T/3: 1, J i  (1) + 2 J: ( 1 ) =  (.76), + 2 (.44)2 = 0.96. I n  other words, the carrier and first 

sidebands containing about 96 percent of the energy, and 4 percent i s  in  the higher sidebands. 
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This equation can be rearranged as 

or 

&, = w o  + K F  {JJ;(P) t 4 J : ( P ) s i n a m t  

sin [ (w,  - w,) t - B (0) + om @)I} 9 

where 

This last equation indicates that the effect of the modulating signal on the acquisition 
and tracking of the carrier is that of adding amplitude and phase.modulation to the error 
voltage which is filtered and applied to the VCO. 

Suppose (wc - w 2 )  t - 0 (0 )  = +,ac - w0 = Aw,  and 

s t a  
s t b  

F ( s )  =-. 

Then Equation 20 reduces to: 

(;i + b 4 + K [ J0@) cos 4 - 2 J, (p)  sin am t sin 41 4 

t K [a Jo (P)  sin 4 t 2 J1 (P)  (a sin wm t 

+urn COS wm t) cos $1 = b A w  . 

Usually in a tracking PLL 

w: = a K Jo (P) << wf . 
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Under this condition, the effect of the terms which include the modulating frequency 
urn in Equation 22 is negligible when the PLL is locked on and trackingw, . If the terms 
including the modulating. frequency in Equation 22 are neglected, this equation reduces to 
Equation 9, which describes the PLL tracking a single frequency. 

Unfortunately, the same condition obtains if the loop is tracking one of the sideband 
frequencies. For instance, if we return to Equation 19 and let w, + w, = %  , the equation 
may be written as: 

This reduces to 

[sin [ ( w ,  - w 2 ) t  - B ( 0 ) I l  

- [Jo (p) sin wm t - J, (p) sin 2w,  t ]  

[cos [(a, - a2) t - B ( 0 ) l  I} . (2 5) 

This equation points out that if a narrow band loop, i.e., wn << a,,, , is tracking the 
upper (or lower) sideband (i.e., wU = w2. ), the loop response to the e r ror  signal due to the 
presence of the carr ier  will be negligible and the loop will remain in sideband lock. Con- 
sequently, a method is required that detects the difference between carrier and sideband 
lock and provides an e r ro r  signal which facilitates the proper synchronization with the 
carrier. 

In fact, the above discussion indicates that a telemetry receiver requires three modes 
of tuning: 

1. First the receiver must be tuned to the approximate frequency of the desired 
signal. 

2. Then, in the acquisition mode, the receiver should lock on or synchronize with 
the desired carrier. 

3. Finally, in the tracking mode, the receiver should remain synchronized with 
the signal. It should follow any drift and slow change in the signal carrier frequency but 
be immune to noise. 
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THE BALANCED DISCRIMINATOR CIRCUIT 

One method of detecting the sideband lock condition uses a balanced frequency dis- 
criminator as illustrated in Figure 2. (See Reference 3.) 

I I 
Figure 2-Balanced discriminator anti-sideband lock circuit. 

In the PLL configuration shown here, an IF stage and a fixed-frequency local oscil- 
lator are included. If the bandpass characteristics of the IF filter a r e  symmetrical about 
its center frequency, this circuit performs like the PLL previously \described. 

In figure 2 the center frequency of both the IF filter and the balanced discriminator 
is the same as the frequency of the local oscillator, wL. When synchronized, the frequency 
of the VCO,w, , equals the difference between the carr ier  and local oscillator frequencies, 
(a, - 9. 1. 

The principle of operation of this circuit is explained in  Figure 3. When the VCO is 
locked on a carrier whose signal spectrum is symmetrical about that carrier,  there is no 
output from the discriminator (except that due to noise) and the circuit operates as an 
ordinary PLL (see Figure 3b). On the other hand, if the input to the discriminator (output 
of the IF) is unsymmetrical about the center frequency, wL , there is a discriminator output 
voltage which is applied to the VCO to correct its frequency. Figure (34 shows the condi- 
tion of upper sideband lock. 

In the practice, when there is a discriminator output, the tuning of the receiver should 
be continued by changing the free-running frequency, w0 , and not by applying the discrimi- 
nator output voltage to the reactance element of the VCO. This is necessary because: (1) 
the discriminator voltage decreases as carr ier  lock is approached, and this decrease in 
voltage would cause a detuning of the VCO, resulting in unsatisfactory operation; (2) the 
voltage-sensitive reactance element has a limited range, and this range should be reserved 
for the tracking mode. Furthermore, if the tuning of the receiver is continued at a constant 
rate during this period, the total time to acquire carr ier  lock is shorter. 
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Frequency, 0 

la.) Balanced discriminator characteristic, 

Frequency,U 

(6.) Discriminator input for carrier lock. 

Frequency, W 

(c.) Discriminator input for upper sideband lock 

Figure 3 
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As the frequency of the VCO approaches the frequency (w, - w ~ ) ,  the output of the 
discriminator decreases. When the frequency reaches some nominal value corresponding 
to the pullin range of the PLL, the discriminator circuit is disabled, automatic tuning of 
the free-running frequency, w0 , is discontinued, and the PLL takes over the final acqui- 
sition and tracking. 

This type of circuit performs satisfactorily under conditions of moderate signal-to- 
noise ratios (SNR). (See Reference 3.) However, balanced detector circuits of this type 
exhibit a noise threshold (Reference 4). Gardner (Reference 1, page 61) states that for 
typical circuits currently available this threshold occurs around an SNR = - 30 db. 

At this point, the circuit in Figure 2 should be reexamined. The largest contribution 
to the noise power is white noise uniformly distributed throughout the frequency spectrum. 
Consequently, the SNR at any point in the circuit is inversely proportional to the bandwidth 
of that portion of the circuit. In order that the circuit in Figure 2 operate satisfactorily, 
the IF and discriminator bandwidth must be greater than twice the modulating frequency 
(2 ); typically, it is three to five times this frequency. Modulating frequencies from a 
few hundred Hz to over 100,000 Hz have been used. The bandwidth of a tracking PLL may 
be as low as 10 Hz. Therefore, it is apparent that the balanced-discriminator anti- 
sideband lock circuit will  fail to operate satisfactorily, as the SNR decreases, in a range 
where a narrow-band PLL continues to track satisfactorily. Of course, the PLLstil l  needs 
help in acquiring the signal. 

THE QUADRICORRELATOR CIRCUIT 

The quadricorrelator (Reference 5) shown in Figure 4 is another circuit which detects 
sideband lock. If the input signal voltage, s , consists of a carrier plus upper and lower 
sidebands which a re  symmetrical about the carrier,  the dc component of output, vg , of 
multiplier x3 is zero when the frequency of the VCO equals the carr ier  frequency. When 
the frequency of the VCO is not equal to the signal carr ier  frequency, v3 includes a dc 
component which is proportional to the difference between the VCO and carrier frequen- 
cies. As in the case of the balanced discriminator circuit, this dc can be used to tune the 
free-running frequency, w0 , of the VCO and facilitate carrier lock. 

Differentiator 

S 

Multiplier 

Figure 4-Quadricorrelator anti-sideband lock circuit 

61 



The expressions for v3 are  determined below for two cases: where the frequency of 
the VCO is the carr ier  frequency w, , and where it is not equal to W, . 

Referring to Figure 4, let: 

Retaining only the low-frequency terms because of the filtering of F, {p)  : 

- =  dI - &  [J,(P) s i n + - 2 J l ( ~ ) s i n w m t c o s + ]  + 2 J , ( ~ ) w m s i n ~ c o s w m t  
d t  

Note that for proper operation of this circuit the bandwidth of networks F,(p) must be 
greater than 2 w, . 

frequency components of the output of x3, reduces to: 
If the frequency of the VCO is U, , $ is zero. Then v3 , which consists of the low- 

v = Q -  d1 , $ = o  
d t  

or  

v 3 = - 2 J , ( P > w ,  s i n + c o s w , t  [J , (P)s in+ 

Inspection of this equation reveals that the average value of v3 , <v3> , is zero when 
the VCO frequency equals wc . 

not zero and the average value of vg is: 
Suppose, now, that the VCO frequency does not equal wC.  Under this condition, 6 is 



Thus an output voltage proportional to the frequency er ror  is available when the VCO is 
not locked to the carrier. 

Richman (Reference 5) gives a noise analysis of the quadricorrelator for high SNR. 
Apparently no information is available concerning an S N R  threshold. However, since this 
is a balanced-type circuit, no doubt its performance for low S N R  is not as good as that of 
the conventional PLL. Experimental data for this condition would be helpful. 

CONTIGUOUS COMB-TYPE PHASE LOCK LOOPS (PLL's) 

From the discussion so fa r ,  it is clear that to operate in a poor SNR environment it 
is desirable to utilize a narrow-band PLL. However, some method must be found to pro- 
vide a reasonable range of pullin frequencies and pullin times. Such a circuit is shown in 
Figure 6. 

Before discussing the circuit of Figure 6, consider the simpler circuit of Figure 
5. The only purpose served by Figure 5 is to introduce the more general case of Figure 
6. The reason for the apparently arbitrary arrangement in Figure 5 will become clear 
when Figure 6 is discussed. 

Three separate PLL's a re  shown in Figure 5. In each loop the center frequency of 
the IF filter equals the frequency of its corresponding local oscillator. The input signal 
is assumed to be a carr ier  plus upper and lower sideband. The bandwidth of each loop is 
made narrow enough so that each loop responds to - at most - one of the frequencies at 
a time. Suppose the center loop acquires the carrier frequency, w, . Then the upper loop 
acquires the upper sideband frequency, and the lower loop acquires the lower sideband 
frequency. 

Under these conditions the outputs from the multipliers (or detectors), T ~ ,  are small 
(proportional to s i n  e ,  where e is the steady-state phase error). Therefore the outputs 
from the multipliers, x3 , are large. The outputs from the x3's are applied to a logical 
"AND" gate. When the output of the "AND" gate is "one," this signal can be used to have 
the receiver choose the center PLL as the correct loop which is tracking the carr ierfre-  
quency, w, . If the center PLL locks on one of the sidebands, the output of the I'AND'' gate 
is zero. This signal can be used to continue tuning of the free-running frequencies of the 
VCO's. Again, this scheme requires the presence of both upper and lower sidebands. 

There is no particular advantage to using the circuit of Figure 5. However, if the 
bandwidth of the loops is decreased and the total number of loops is increased so that a 
frequency range of three to five times the subcarrier frequency, w ,  , is covered, then per- 
formance comparable to a single narrow-band PLL should be obtained. Such an arrange- 
ment is shown in Figure 6. In this case the logic circuitry for the proper frequency 
selection is more involved, but not complicated. It is assumed that the power density 
spectrum of the actual signal is symmetrical about the carrier frequency, that the spec- 
trum peaks around frequencies corresponding to the sideband frequencies of the subcarrier 
frequency, w, , and that component frequencies f a r  removed from these are too weak to 
cause a loop to lock. (See the Appendix.) In Figure 6 there is a "select-logic" circuit for 
each PLL except 1 and N. When the system is operating properly, there should be an out- 
put from - at most - one of the select circuits. Then the corresponding PLL is selected 
as tracking the carrier,w,. If the outputs of all the select circuits are "O's," the free- 
running frequencies of all the VCO's are tuned. 

Thus this circuit seems to offer the possibility of performance comparable to that of 
the narrow-band PLL without the problem of false sideband lock. 
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S - 
1 Phase Local Oscillator 

shifter LO 

{p) 
IF  

Filter 1 
I I 

: Multiplier 

LL 
-Frequency 

selector 
LO 
LU 

1 Low-Pass filter 

Logical l a l g a t e  

S = J o ( p )  sin Wct  +J l (p)s in  (Wc+Wm)t - J, (p)s in(Wc-Wm)t .  

Figure 5-Modified comb-type filter 
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Frequency Selector 

I I I I[&t--- Lock signal 

Select 
' O ~ o n  LO?P one. 211 

Select 

on one. 
L O V  3,, 

I 
Etc. 

/nl : Logical "AND" Gate 

: Logicol 'bR" Gate 

Figure 6-Comb-type PLL's 

At least two objections can be raised concerning this system. First of all, it is 
data-dependent, Le., proper operation of this scheme requires the presence of symmet- 
rical  sidebands and in any actual case only the statistical distribution or power density 
spectrum of the signal is known. Further, this system will not acquire an unmodulated 
carrier.  

If one is searching for an unmodulated carrier,  this whole system should be disabled 
and only one of the PLL's should be used in a conventional way. 

CONCLUSIONS 

Three circuits have been discussed which eliminate the condition of false sideband 
lock. However, two operate satisfactorily only for relatively large SNR. 

The third, the comb-type PLL's, seems to offer the possiblilty of satisfactory per- 
formance for very low SNR. Further theoretical and experimental study of this circuit 
is recommended to obtain the limits on the range of its performance. 
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APPENDlX 
Power Density Spectrum of a Narrow-Band Split-Phase Modulated Signal 

A narrow-band split-phase modulated signal may be represented as: 

where a, is the carrier frequency. 

P is the phase deviation. In narrow-band modulation it is assumed that P 
is small enough for the signal to be adequately represented by the carrier and 
the first set of sidebands. 

f ( t )  is the modulating signal. In split-phase modulation it may be repre- 
sented as: 

f ( t )  = A ( t )  s i n  w, t ;  A ( t )  = k 1. 

A( t )  is a raadom variable each of whose two values are equally probable. The value +1 
may represent "one" and the -1 may represent "zero." The so-called bit rate of f ( t )  is 
T = 2~ W, . The random variable A may change values at times t = n T  , where a, is an 
integer. The frequency w, is called the subcarrier. (See Figure A-1.) 

Figure A-1-Split-phase modulated signal (T = 2 7r/am) 



The power density spectrum of s , G(f)s  , is defined as: 

where 

s(t)  s(t  + T )  dt .  

In this case 

s(t) = V s i n ( w c t  t P A ( t )  s i n w m t )  

where Jo  ( p )  and j1(p) are the zero and first-order Bessel functions, respectively. Recall 
that J,, (p) = Jo (  - p )  

namely, G( f )A.  

and J,(p) = - J1( -p ) .  In what follows, let v = 1 . 
The calculation can be facilitated by finding the power density spectrum of A ( t )  , 

tP 

R(7)A = l i m  - 1 JP A ( t )  A ( t  t T )  d t  
P-.a 2P 

= ( I  t f ) ;  - T < ~ L  o 

T s i n2 (q) 
T s i n 2  (n f T) 

(nf T)2 
- G ( f ) A  = - 

68 



Now consider r( t )  = f ( t )  C O S  a t .  

Recall that: 

- F(w t a) t F(w - a) 
2 

Furthermore: 

After some calculations, it follows that: 

sin2[-rr(f t f c  - f,)T] s i n 2  [-rr(f - f c  t f,)T] 
t t 

(-rr(f t f c  - f,)T)2 [T(f - f c  t fm)T12 

where 

6(f ) = 1, f = f c  

= o ,  f f f c .  
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AN INTRODUCTION TO BOSE-CHAUDHUFU-HOCQUENGHEM CODES 

S .  A. Tretter 

ABSTRACT 

Reliable communication at low signal-to-noise ratios requires 
the use of error correction and detection codes. A class of codes 
known as the Bose-Chaudhuri-Hocquenghem codes is described in 
this report. The fundamental mathematics necessary for under- 
standing the code structure is presented. Circuits for perform- 
ing arithmetic in finite Galois fields are  introduced. The mathe- 
matical structure of general cyclic, block codes is presented, and 
the Bose-Chaudhuri-Hocquenghem codes are described in detail. 
Several examples are given. 

INTRODUCTION 

Prospective deep-space probes have increased GSFC interest in reliable methods of 
communication at low signal-to-noise ratios. The limited power and sensitivity of trans- 
mitters and receivers necessitate the use of e r ro r  correction and detection codes for re- 
liability assurance. Codes with a wide range of e r ro r  correction capabilities and rates are 
needed. An erroneous satellite command signal could have disastrous effects; therefore, 
command codes must have a large e r ro r  correction and detection capability. However, a 
moderate number of e r ro r s  in a picture transmitted from a weather satellite would cause 
little information loss. In this case codes with a high percentage of information symbols 
and small  e r ro r  correction capabilities could be used. These codes must be simple, re- 
liable, and inexpensive for practical implementation. 

Bose-Chaudhuri-Hocquenghem (BCH) codes are the most efficient class of algebraic 
block codes known for random e r ro r  correction. These codes possess a wide range of rate 
and e r ro r  correction capabilities. They were devised by Hocquenghem (Reference 1) in 
1959 and independently by Bose and Chaudhuri (References 2 and 3) in 1960 as a construc- 
tive proof of the existence of binary block codes of length 2"- 1 that correct e r r o r s  using 
a maximum of mt parity check symbols. The Reed-Solomon, Golay, and Hamming codes 
also belong to this class. The first decoding procedure for  binary codes was discovered 
by Peterson (Reference 4) in 1960. A generalized method of decoding both binary and non- 
binary codes was  found soon afterwards by Gorenstein and Zieler (References 5 and 6). By 
taking advantage of the cyclic nature of BCH codes, Chien (Reference 7) in 1964 proposed 
a decoding procedure for binary codes that increased speed and decreased complexity for  
special purpose decoding computers. In 1965 Massey (Reference 8) devised a step-by-step 
procedure for decoding both binary and nonbinary codes. The hardware mechanization of 
Massey's method is slightly simpler than that of Chien's. Forney (Reference 9) expanded 
the decoding methods to include erasures in addition to  e r rors ,  thus improving the algebraic 
code performance on the basis of the optimum probabilistic decoding procedures. The 
principal advantages of the algebraic block codes are the simplicity of the coding and de- 
coding algorithms and the resulting efficiency of implementation. 

FUNDAMENTAL MATHEMATICAL CONCEPTS 

This report is designed to be a tutorial introduction to the BCH codes. These codes 
are based on the concepts of modern algebra. This section introduces the basic mathe- 
matical concepts and definitions necessary for understanding and using these codes. A 
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more complete and rigorous presentation is given in Peterson (Reference 10) and modern 
algebra texts. 

Concept 1: Arithmetic Modulo p 

Given two numbers, b and P, if b is divided by P,  the result is a quotient q and a re- 
mainder r < p .  That is, 

b = q p + r .  

The expression c = b modulo P, usually written c = b mod P ,  is defined as the remainder r 
when b is divided by P. 

Example 1: 

2 1  mod 5 = 1, 

since 

21 = 4 x 5 + 1. 

Definition 1: Equivalence Classes-Any numbers having the same remainders with 
respect to p a r e  said to be equivalent or in the same equivalence class. That is, a = b if  
a m o d p = b m o d p .  

Example 2: All even numbers modulo 2 are equivalent to 0, and all odd numbers 
modulo 2 are equivalent to 1. 

Examples 1 and 2 illustrate the relationship of the binary number system to arith- 
metic modulo 2. 

Example 3: Addition modulo 2 may be demonstrated as follows: 

(0 + 0) mod 2 = 0, 

(0 + 1) mod 2 = 1, 

(1 + 1) mod 2 = 0 .  

Subtraction modulo 2 is equivalent to addition modulo 2 since 1 - 1 = 0. 

Concept 2: Polynomial Modulo g(x) 

Definition 2: Polynomial of Order N-An algebraic expression of the form: 

f (x)  = a n  xn + an-1 xn-l + . . . + a l  x + a o ,  

where 



are fixed numbers, and x is an indeterminate. The result of dividing polynomial f (x) 
by polynomial g (x) is a quotient q(x) and a remainder r(x) < g (XI. That is, f (x) can be writ- 
ten as: 

Definition 3: f (x) Mod g(x)-The term f (x )  mod g(x) is defined as the remainder r(x). 

Polynomials having the same remainder a re  said to be equivalent or in the same 
equivalence class. 

Example 4: The value of ( x + x + 1)  mod ( x + 1) may be obtained in the following 
manner: 

X 2  

x3 t x2 
x t l  J x 3 t x * t 1  

1 

therefore 

so  that 

q(x) = x 2 ,  r(x)  = I ,  

x3 t x z  t 1 = x 2  ( x t  1) t 1 ,  

and 

(x3  + x 2  t 1) mod (X t 1) = 1 .  

Concept 3: Group 

Definition 4: Group-A collection of elements a , a , a , . . . and an operation de- 
noted by (.) that satisfy the following axioms: 

1. Closure-For any two elements a l ,  a z  in a group, a l  

2. Associative Law- a l  * (az * a 3 )  = ( a ~  * a z )  

a 2  is in the group. 

a 3  

3. Identity Element-The group contains a unique element I such that a * I = I a = a 
for all a in the group. 

4. Inverses-For each element a l ,  the group contains an inverse element al - l  such 
that a l  * al- l  = al - l  a l  = I. 

If for any two elements a l  - a z  = a 2  - a l  , the group is called commutative or Abelian. 
The groups used in describing algebraic codes a re  Abelian. 
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Example 5: An additive group of integers modulo 5 may be explained as follows: 
Let the elements of the group be the integers 0, 1, 2, 3, 4, and the operation (.) be ad- 
dition modulo 5, denoted by the symbol (+). Then the identity element I = 0 since 0 (+) 
a = a, The addition table and the table of inverses are shown below. 

Element 
(4 

Addition Table 

Inverse 
(a-l) 

Table of Inverses 

2 

3 
4 

Element Inverse 

3 

2 

4 

Example 6: A multiplicative group of integers modulo 5 may be explained as follows. 
Let the group elements be 1, 2, 3, 4, and the operation ( e )  be multiplic&iQn with the result 
reduced modulo 5. Then the identity 1 = 1. 

Multiplication Table 

Table of Inverses 
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Note: It can be shown (Reference 10) that the integers 1, 2, . . . , P, where P is a prime 
number, and the operation, multiplication modulo p, form a group. 

Definition 5: Order of a Group-The number of elements in the group. 

Definition 6: Powers of Elements- 

Definition 7: Order of an Element-The smallest nonzem integer e such that a e  = I .  
The order of an element always divides the order of the group. 

Example 7: The order of the group in Ekample 6 is 4. The order of the various 
elements may be determined as follows: 

1 1 = 1  so e l  = 1 ,  

2 2  =4,  2 3  = 8 = 3 ,  24  = 16 = 1 so e2 = 4, 

32 = g = 4 ,  33 = 12 = 2 ,  34 = 6 = 1 so e 3  = 4, 

42 = 16 = 1 so e 4  = 2 .  

Thus, the order of each element divides 4, the order of the group. Notice that the powers 
of the elements 2 and 3 generate all the other elements of the group. 

Definition 8: Primitive Element-An element, a ,  whose powers generate all the group 
elements. Every group contains at least one primitive element. 

Definition 9: Subgroup-A set of elements taken from a group satisfying all the group 
axioms (see Definition 4). The elements 1, 4 form a subgroup of the group in Example 6. 

Concept 4: Field 

Definition 10: Field-A set of elements closed under addition (+) and multiplication 
( e )  which satisfies the following axioms: 

1. The set of elements is an Abelian group under addition. 

2. The set  of nonzero elements form an Abelian multiplicative group. 

3. The distributive law applies: a(b .t c )  = ab t ac .  

Example 8: 

1. The real  numbers form a field with ordinary arithmetic. 

2. The numbers 0, 1 form a field under arithmetic modulo 2. 

3. The numbers 0, 1, 2, 3, 4 form a field under arithmetic modulo 5. 
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4. The integers 0, 1,. . . , p ,  where p is a prime number, form a field under arith- 
metic modulo P . 

Definition 11: Galois Field-A field containing a finite number of elements P denoted 
as GF (p). 

Concept 5: Polynomials Over a Field 

Definition 12: Polynomial of Order n over G F  (p)-An expression of the form: 

f n  x" t fnml x"-l t . . . t f o ,  

where the coefficients f a ,  f 1 ,  . . . , f are all elements of GF (P), and f n  # 0. GF (p) is 
called the ground field. 

Addition and multiplication of polynomials are  performed according to the ordinary 
rules except that the coefficients are  found by using arithmetic modulop. Therefore, if 

f ( x ) =  Lo f i  xi 
1 =  

and 

and 

n 

f(x) + g(x) = [(f t g i )  modpl x i ,  
i = O  

Exam le 9: Polynomials over GF (2) may be explained as follows: Let the ground 
field b*ith elements 0 and 1. Let f (x )=  x 2  + 1, and g(x) = x 3  + x 2  + 1. Then f (x)  
+ g(x )=  x 3  + (1 + 1) x 2  + (1 + 1) = x 3 ,  and 

x3 + x 2 +  1 
x2 t 1 

x5 t x4 + x2 
x3 + x2 + 1 

f (x)  g(x) = x5 + x4 + x3 t 1 
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Definition 13: Irreducible Polynomial-A polynomial f (x) is irreducible over GF (P) 
if  it can not be expressed as the product of two polynomials g (x) and h (x) each of degree at 
least one, with coefficients in G F  (P). 

Example 10: In GF (2) x 2  + 1 = (x + 1)2 is not irreducible while x 2  + x + 1 cannot be 
expressed as the product of two polynomials over GF (2) and is therefore irreducible. 

Given a polynomial g(x)over GF (p) of order n and a polynomial f (x) over G F  (p) of 
arbitrary order, f (x) mod g(x) was defined (see Concept 2) as the remainder when f (x) is 
divided by g(x). Therefore, f (x) mod g(x) is the n-1 order polynomial, and 

r(x) = rnml xn-l + . . . + r o .  

For fixed g(x) and arbitrary f ( x ) ,  r(x) can be p" different polynomials since each r o  ? r , 
...., rn-l  can be any one of the p elements of G F  (P). (Note that these P" polynomials 
form an additive group.) If g(x) is irreducible, the P"-1 nonzero polynomials form a mul- 
tiplicative group if multiplication modulo g (x) is performed (Reference 10). Therefore, 
under the operations of polynomial addition and polynomial multiplication modulo g (x) with 
all coefficients determined by using arithmetic modulo p, the p" polynomials of order n-1 
form a field when g(x) is irreducible. Therefore, these P" polynomials are the elements of 
a Galois field G F  (P"). It is convenient for polynomial addition to represent the elements 
r(x) = m - 1  
This notation wil l  be used interchangeably with the polynomial form. 

+ . . . + r of GF (p") by the n dimensional vector r = [ r o ,  r , , . . r n  - 1 . x n -  1 

Example 11: Let the base field be GF (2), and g(x) = x 3  + x + 1. It can be shown that 
g(x> is an irreducible polynomial so that the field generated by polynomials modulo g(x)  has 
the order 2 3  = 8. It is instructive to examine the elements x k  mod g(x) fork = 0, 1, . . . . 
The table below was generated by dividing x k  by g(x) to find the remainder r(x). 

r 
0 

0 

1 

0 

0 
1 
0 

1 
1 
1 

- 
0 

0 

1 

0 
1 
1 
1 
0 

0 - 

- 
r 

2 - - 
0 

0 

0 

1 
0 

1 
1 
1 
0 - 

As stated previously, the nonzero elements of GF ( 2  3, must form a multiplicative group 
of order 7. The preceding table shows that the powers of the element x generate all of the 
elements of this group; therefore, x is a primitive element. The polynomial g(x) is called 
a primitive polynomial, Also observe that x 7  = 1. It can be shown that for any element, a ,  
of a group of order e , ae = 1. To find the inverse element of any member of the group ob- 
serve that x i  ~j = ~ i + j  = 1 if i + j = 7 so that [xi] - l  = x - ~  = x j  . For example, from the 
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table it is observed that x 3  = 1 + x and x4 = x + x 2  so that x 3  + x4 should be 1. Multiplying 
gives: 

l t x  
x + x2 

x - t  x2 

x2 f x3 

x3 - x 4 =  x + x 3  

Reducing x + x 3  modulo g(x) gives: 
1 

X 3 + X + l G  

X 3 t X + 1  
1 

which shows that the remainder is 1 as expected. 

Concept 6: Roots and Extension Fields 

Definition 14: Root of a Polynomial-Any element a of a polynomial f (x) such that 
f ( a )  = 0. 

If a is a root of f (x) ,  then x - a  must be a factor of f (x), Le., f (x)  = (x - a)  h(x). 

The roots of a polynomial over G F  @) may or may not belong to G F  (P). This is il- 
lustrated by the following two examples. 

Example 12: Polynomial over G F  (2), with roots in G F  (2). 

Let f (x) = x2  + 1 = ( X  + 1)2. Then, clearly, f (1) = 0, and 1 is a double root of f (x) and 
belongs to G F  (2). 

Example 13: Polynomial over real  numbers with no real  roots. 

Let f (x)  = x 2  + 1. Then there is no real  number,a , such that a 2  + 1 = 0. However, if 
our root field is extended to include complex numbers, then a root a of f (x) is customarily 
denoted as a = i = a. Since a is a root of f(x),  

f(a) = a2 t 1 = 0 ,  

or a2 = - 1 

and u3 = - a 

a n d a 4  = - a 2  = 1. 

Any complex number c = a + i b is a linear combination of the powers of the roots of f(x); 
Le., c = a uo +ab . 

Example 14: Polynomial over G F  (2), without roots in GF (2). 

Let f (x)  = x 3  + x  + 1 as in Example 11. Since f (1) = f (0) = 1, f (x)  has no roots in 
GF (2). Let a root of f (x )  in some extension field be abstractly designated as a .  Therefore, 
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f (a )  = a?+. a t 1 = 0, 

or a 2 =  a + I .  

Using this relationship for u3 , ak for k = 0, 1, . . . can always be expressed as a 
linear combination of ao = 1, a and a2. For example, 

It is convenient to represent ak = c o  + c a + c 2  a2 as a three-dimensional vector, 
u k  = [c 0 9  c1, c21, in some cases. A table of the powers of the root a of f (x ) i s  shown below. 

Table 

The elements 1, a ,  u2, a3,  u4, u5, u6 form a group under multiplication. Since ~7 = 1,  
a a' = a + j = 1 if i + j = 7. Therefore, a' so  that each element has an inverse. 
For any integerk, k = q * 7 + k  mod 7 so ak = aq"ak mod Therefore the set 
of powers of a is closed. From the table it can be seen that the powers of the root a gen- 
erate all the elements of the group so that a is a primitive element. 

i .  
= uk m o d  ' . 

Definition 15 : Primitive Polynomial- An irreducible polynomial with at least one 
primitive root a. 

All linear combinations of 1, a ,  and u2, i.e., elements of the form c o  + c l a +  c 2 u 2  with 
the coefficients c0, cl, c 2  taken from G F  (2), form an additive group with 2 3  = 8 elements. 
Therefore, the roots generate an extension field G F  (23).  

A comparison of Examples 11 and 14 illustrates that the field corresponding to poly- 
nomials modulo ~3 + x + 1 is identical to the extension field generated by the root a of x3 + 
x + 1. This equivalence is generally true. Given an irreducible polynomial g(x) of degree 
n over GF (P) with a root a ,  an arbitrary polynomial f (x) can be expressed by application 
of the Euclidean division algorithm as 

79 



where the degree of r(x) is less than n.  Substituting a for x gives: 

But since a is a root of g(x), g (a )  = 0 and f(a) = r(a), which is exactly equivalent to f (x) 
mod g(x) = r(x) (with x replaced by a). Therefore, either point of view generates the 
Galois field GF 6"). 

The result stated in Theorem I is important because it determines the block length 

Theorem I: A primitive polynomial g(x) of order n over G F  (p) divides x p n - l  -1. 

of the algebraic codes. 

Proof: 

Any root a i  of g(x) generates an extension field of GF (P) with P" elements. The 
set of pn -1 nonzero elements form a multiplicative group. Therefore, aip"-l = 1 or 
a .  ~ " - 1  -1 = 0 for i = 1, . , . , n; since p -1 is the order of the multiplicative group. Thus, 
ekch root of g(x)=ni-l ( x  - a i )  is also a root of xP"-l -1, so g(x) must divide X P " - ~  -1. 

QED 
If g(x) is irreducible but not primitive, its roots wil l  generate an extension field of 

order e < pn so that g(x) will  divide x e -  - 1. These polynomials a re  useful for generating 
codes of length e-1. It should be observed that g(x) will still divide xP"- - 1 since its 
roots form a subfield of G F  ( e n ) .  

The following theorem and corollary a re  important in finding the generator polynomials 
(defined later) for BCH codes. 

Theorem 11: Given a polynomial 

n 

f (x)  = f i X i  

i=O 

over G F  (p), 

[f (x)l = f (XP). 

Proof: 

First consider the case where n = 1. Then according to the binomial theorem 



since 

is divisible by p except when r = 0 or p .  Since the coefficients f are elements of G F  @), 
f i P  = f i  sothat  

( f o  f f ,  x ) P  = f o  f f ,  x p .  

Now let f (x) be an n th order polynomial and assume that the theorem is true for n - 1 th 

order polynomials. Then, 

n- 1 

f(x) = f i  x i  = c f i  x i  + f n  x", 
1=0 i = O  

and 

[ f ( X ) l P  =[Z f i  x i  f f "  
i = O  

= 2 f (XP)' = f ( X P ) .  

i = O  

Corollary 1: If a is a root of'the polynomial f (x)  over GF (P), then U P  is also a root. 

Proof: 

According to Theorem II, 

[f (x)l = f ( X P ) ,  

so that 

[f (a)]  = 0 = f ( U P ) .  
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Definition 16: Monic Polynomial-A polynomial with unity as the coefficient of its 
highest order term. 

Definition 17: Minimum Polynomial-Let P be an element of an extension field GF (P”), 
The monic polynomialm (x) of smallest degree over G F  (P) such that m @ )  = 0 is called the 
minimum polynomial of P. It can be shown (Reference 10) that the degree of m (x) is n or less. 

Example 15: Consider the extension field GF (Z3) discussed in.Ekample 14. Since a 
is a root of f (x) = x 3  + x + 1, according to Corollary 1, a2 and a4 must also be roots of f(x).  
Notice that (a4) = a8 = a .  Therefore a , a 2 ,  and a4 are the three roots of f (x) so that f (x)  
= (x-a) (.-a2) (x-a4). Using the table of Example 14, 

f ( a 2 ) = a 6 + a 2 + 1 =  

and 

The minimum polynomial m3 (x) for u3 will now be calculated. According to Corollary 
1, u6 , ul2 = u s  , ,lo = a 3  must be roots of m 3  (x). Therefore, . 

According to the table in Example 14, 

and 

so that 

, .  

1 

0 

0 _ .  

m 3  (x) = x 3  t x 2  t 1 .  
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It is instructive to find m 3  (x) by an alternate method. Assume that 

m 3 ( x )  = co  + c1 x + c2 x2 + x 3 .  

Then 

m3 (a3)  = co + c l a 3  + c 2  a6 + u9  = O = 

CO 

From the last three equations, it is concluded that c 2  = 1. From the second equation, 
c 1  is found to be 0, and thus c0  must be 1. Therefore, m 3  (x) = x 3  + x2 + 1 as before. 

CIRCUITS FOR ARITHMETIC IN GF (p") 

Algebraic block codes are attractive because of the simplicity of the digital equip- 
ment necessary for coding and decoding. This simplicity, in the case of binary codes, re- 
sults from the fact that multiplication of elements in GF (2") can be performed instantan- 
eously using logic gates while division is easily performed with shift registers. Some typi- 
cal circuits used for GF (p") arithmetic are discussed in this section. 

Multiplication of Elements of GF (p") 

The preceding section shows that any element of GF (p") can be represented as a 
linear combination of the elements 1, a ,  a 2 ,  . . . , a m -  l ,  where u is the root of a primitive 
polynomial of order m. In decoding BCH codes, it is necessary to find powers and products 
of elements in GF (p"). For binary codes decoding can be performed readily by using logic 
gates. The technique is illustrated for GF (Z3)  in the following example. 

Example 16: Let GF ( z 3 )  be represented as shown in Ekample 14. Let two elements 
of GF B3) be: 

c = c o  + c 1  a + c 2  a 2 ,  

d = d o  + d l a + d 2  a 2 .  

Then cd can be found by using ordinary multiplication: 

cd = d o  c o  f (do + d l  C o )  a + (do c 2  + d ,  c 1  + d, (dl  c 2  + d,  C1) a3 + d, C ,  u4.  

But, from the table in  Example 14, 

a 3  = 1 + a a n d a 4  = a + a 2  
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Therefore, after simplification, 

The GF (2) equations for the coefficients of cdcan easily be translated into a set of Boolean 
equations. These equations can be minimized and the corresponding logic network synthe- 
sized. 

Division of f (x) by g(x) 

The notation of Peterson (Reference 10) will be used here. The symbol (+) repre- 
sents a modulo P adder, and the symbol Cl represents a storage element of a shift register. 
The circuit shown in Figure 1 can be used to divide the polynomial f (x) = f + f , x + . . . 
+ f n  x" by the polynomial g (x) = g o  + g ,  x + . . . + xm. The coefficients of f (x) are applied 
serially to the input from highest to lowest order. The coefficients of the quotient appear 
serially at the output from highest to lowest order also. After n shifts, the coefficients of 
the remainder are left in the shift register with the coefficient of highest order on the right. 
The circuit operation is analogous to ordinary long division and is explained in detail in 
Reference 10, pp. 111-113. 

OUTPUT ... 

... 

Figure 1 -Circuit for division of polynomials. 

For decoding it is necessary to evaluate f ( a )  where a is a root of g (x). Since f (x) = 
q (x) g(x) + r (x), f ( a )  = r (a) .  Therefore, only the remainder r (x) is needed. Examination 
of the division circuit operation is instructive in finding f (a ) .  Consider the storage elements 
of the shift register containing, from left to right, the coefficients of 1, a , . . . , am- . The 
storage elements are first set to zero. The contents of the register are fn, f - , + a f  , and 
f n-m , + f n - m  a + . . . + fn am- after one, two and m shifts, respectively. This is t rue 
because feedback occurs only when the data reach the last stage of the shift register. At 
the m + 1 shift feedback begins to occur. Suppose, for the time being, that the feedback link 
was broken and that the register contained additional storage elements. Then after the m + 1 
shift the contents of the register would correspond to 

f n - m  + f n w m t l  a + . . . + fn-, am-, r f n  am. 

However, since a is a root of g (x), 

a m  = - g o  - g ,  a - . . . - gm- 1 am- 1. 
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Thus, with feedback temporarily disabled, the register contents are equivalent to 

The contents would be the same if feedback were allowed. In other words, the feedback re- 
places am by its equivalent in terms of 1, . . , , am-,. Continuing this reasoning for n + 1 
shifts, the coefficients of 

f(a) = f ,  t f ,  a t .  . .  t f n a n  = r(a) 

1 remain in the register. 

If the input f (x) to the division circuit is zero and the register contents initially cor- 
respond to r(a)  + r o  + ria+. . . + rmwl am-, the register codents  after one shift correspond 
to a r (a )  or  equivalently to x r (x) mod g (x). Therefore, this circuit can be used to count in 
G F  (pm ). If a 1 is initially placed in the lowest order storage element, the shift register 
contents become 1, a ,  a 2 ,  . . . as they are shifted. 

In some cases it is necessary to calculate u k  f ( a )  where k is a positive integer. The 
division circuit can be modified (Figure 2) to perform the premultiplication by ak . The op- 
eration of the circuit can be described as follows: 

Figure 2-Circuit for calculating akf (a).  

. After the first shift the If xk mod g(x) = a (x), then u k =  a(a) = a o  + a l a +  ... + a,-l 
register contents are fnak. After the second shift the contents are ak+l f + ak f,-,. Con- 
tinuing this reasoning-after n + 1 shifts the register contains uk f (a)  or  equivalently 
xk f (x) mod g (x). 

,m-1 

Example 17: Let g (x) = x3 + x + 1 as in Example 14 and let k = m = 3. Then u3 = 
a + 1, and the circuit for finding a3 f (a) is shown in Figure 3. 

Figure 3-Circuit for finding a3 f(x). 
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Ekample 18: Let g (x) = x 3  + x + 1 again and k = 5. The circuit for finding u5 f (a) is 
shown in Figure 4. 

Figure 4-Circuit for finding a5 f (a). 

CYCLIC BLOCK CODES 

BCH codes belong to the class of algebraic codes known as cyclic codes. In this 
section cyclic codes are defined, and some of their properties are explained. 

Definition 18: Least Common Multiple-The smallest number divisible by each of 
the set of given integers el, e,, . . . , em. 

Given a set of polynomials e l  (x), . . . , e,,, (x), their least common multiple is the 
polynomial of lowest order divisible by all of them. 

Let (x) be a polynomial of order r over GF (P) with roots al, a ,  , . . . , ar that are 
elements of GF (p"). Let the orders  of the roots be e 1, . , . , e r ,  and let n be the least 
common multiple of the orders. Then n = q 1  e l  = q, e 2  - . , . - qr e r  and a; = a; = . . . a: = 
1, since a;= aqiei =(a: i) qi = l q i  = 1. Therefore, each root of g (x) is a root of x" -1 so that 
g (x) divides x"-1 and n is the smallest integer such that x" -1 is divisible by g (x). 

- - 

Consider the set of all n - 1 order polynomials of the form 

f (x) = q(x) g(x) mod (x" - l ) ,  

where g (x) is an arbitrary polynomial over GF (p), and n is the smallest integer such that 
x n  - 1 is divisible by g(x).  The following two theorems show that each of these polynomials 
is divisible by g (x) and that the set is closed under addition, thus forming a linear vector 
subspace. 

Theorem 111: Let n be the smallest integer such that x" -1 is divisible by g (x). Then 
q(x) g(x) mod (x" - 1) is also divisible by g (x). 

Proof: 

According to the Euclidean division algorithm, 

q(x) g(x) = h(x) (x" - 1) t r(x) ,  

where h(x) is the quotient, and q(x) g (x) mod (x" -1) = r (x) by definition. Clearly g (x) 
divides the left-hand side of this equation. The value g(x)  divides X" - 1, and therefore 
it must also divide r (x) if the right-hand side is to be divisible by g(x). 

QED 
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Theorem IV: Let f (x) = ql  (x) g(x) mod (x" - l), and f ,  (x) = q2 (x) g(x) mod 
(x " - 1). Then f (x) + f (x) is divisible by g (x). 

Proof: 

According to Theorem IV, both f (x) and f (x) a re  divisible by g (x). Therefore, the 
sum is divisible by g (x). 

QED 

The set  of polynomials q (x) g (x) mod (x" -1) will be taken as the code vectcrs. 
Theorems IlT and IV clearly show that these vectors form a subspace of an n dimension 
vector space and that each code vector is a multiple of g (x). The polynomial g (x) is the 
generator polynomial for the code, and n is the code length. 

It can be shown (Reference 10) that the code vectors form an n-r dimensional sub- 
space. That is, n-r components can be arbitrarily chosen as information symbols, and the 
remaining r symbols must be check symbols. Usually it is convenient to choose the first 
n-r components, i.e., the coefficients of x"-l , x " - ~  , . . ., x', as information symbols. Codes 
of this type a re  called systematic codes. Encoding can be performed according to the follow- 
ing procedures: 

Let the information correspond to the polynomial~(x) = in-l x " - l  + . . . + i x r  . Then 
according to the Euclidean division algorithm 

+ . . . + c ,  is the remainder when I (x) is divided by g (x). There- x r - l  where c (x) = c r  - 
+ . . . - c ,  is a code word x n -  1 - 1 + . . . + i r x r  - c , - 1  

with the information symbols appearing first. Encoding can be performed by using the pre- 
viously discussed circuits to divide I (x) by g (x) to find c (x). A more complete discussion 
and alternate circuits a r e  given by Peterson (Reference 10). 

fore, q(x) g(x) = 1 (x) - c(x)  = i n - l  

Given any code word 

f (x)  = f , - l  x"- l  + f n - 2  x"-2  + . * . + f , ,  

then 
x f(x) = f n - l  x" + f n - 2  x"-l  + . . . + f ,  x 

must also be a code word since it is still a multiple of g (x). Since X" mod (xn -1) = 1, x f(x) 
mod ( x "  - 1) = f , - 2  
( f  , f 1, . . . f n -  1), then x f (x) = ( f  n- 1, f , , f 1, . . . f n - 2 )  is just a cyclic shift of the vector 
f [x). For this reason, these a re  called cyclic codes. 

+ . . . + f , x + f n -  1. If f (x) is represented in the vector form f (x) = x n -  1 

BOSE-CHAUDHURT-HOCQUENGHEM CODES 

BCH codes a re  cyclic codes with symbols in GF (p) and can be described most easily 
in terms of their generator polynomials. Let a be an element of an extension field GF @"), 
for example, a root of a primitive polynomial of order m over G F  (p), and let m, be an arbi- 
t r a r y  integer. Then the generator polynomial 
that has the roots 

(x) is the polynomial of smallest degree 
, amo+l , . . , + d  - 2 .  Since each code vector f (x) is a multiple of g(x), 
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these must also be roots of f (x). If m o  = 0 then 1 is a root of f (x) so that 

f (1 )  = f i  = o ,  
i = O  

which corresponds to a simple parity check. The code length n is the smallest integer such 
that g(x) divides x" - 1. Peterson (Reference 10) shows that n is the order of a for d > 2, 
for example, n = P"' - 1 if a is primitive. The code vectors a re  the set of all polynomials of 
the form q(x) g(x) mod ( x " -  1). 

Example 19: Let a be a root of the primitive polynomial x 3  + x + 1 as in Example 14. 
Then the code length is n = 23 - 1 = 7. Let mo = 1 and d = 3, then a and a 2  must be roots of 
g (x). According to Corollary 1, if a is a root of a polynomial, then a2 is also a root. There- 
fore, g (x) = x 3  * x + 1, and the code vectors contain four information symbols and three 
check symbols. For example, let the information symbols be x 6  + x 3 ,  then 

x3 -t x 
x 3  1 ) x 6  0 + 0 + x 3  

x6 t x 4  + x3 

x4 
x4 f x2 t x 

- x 2 t x  

Therefore, the check symbols a re  x 2  + x, and the code vector becomes 

f (x)  = x + x2 + x 3  t x 6  = (0, 1, 1, 1, 0, 0, 1). 

As an exercise the reader might show that for d > 3 the code becomes degenerate and con- 
sists of only check symbols. 

Stenbit (Reference 11) has calculated the generator polynomials for all non-trivial 
BCH codes up to length 255 with m = 1 and a a primitive element. Peterson's book (Ref- 
erence 10) contains a table of irreducible polynomials over GF (2) and minimum polynomials 
for powers of primitive elements, which can be used for calculating the generator poly- 
nomials for additional codes. 

Distance Structure 

The minimum Hamming distance of the BCH codes is at least d (Reference 10). There- 
fore, to ensure that the codes a re  capable of correcting t e r rors  d must be at least 2t + 1. 
These codes wil l  then detect 2t  = d - 1, or less, errors. 

For binary codes where m o  = 1 and d = 2t + 1; a ,  . . . a 2 t  must be roots of g (x). Since 
every even power of u is a root of the minimum polynomial of some odd power of a, g (x) is 
the least common multiple of m l  (x), m 3  (x), . . ., m 2  - , (x). If a is an element of GF (2"), then 
each minimum polynomial has order m or less, and g(x) is the product of t polynomials of 
order m so that the order of g (x) is at most m t .  Therefore, if a is a primitive root, g (x) 
generates a code of length 2" - 1 with a maximum of m t  check digits. The generator poly- 
nomials for codes with various t and n a re  given in Stenbit (Reference 11). 

If (x) has order n - k , where k is the number of information symbols, the BCH codes 
wi l l  also detect all bursts of length n - k or less. A burst of length L is an error  pattern of 
the form X '  (bo t b, x + - t bL-, &-') = x' B (x) where b l ' s  are elements of G F  (p)  and 
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bo # 0, b,- 
r th power is zero, and B (x) is not divisible by g (x) if L 5 n - k ; the burst cannot be a code 
vector. 

# 0. Since x r  is not divisible by g (x) because no root of g(x) raised to the 

If m o  = 1, and d = 3 with a a primitive root, the BCH codes are equivalent to the well 
known Hamming codes. In this case a and a' must be roots of g (x), so that g(x) is just 
the primitive polynomial with a as its root (Example 19). 

Error Detection 

Since each transmitted code vector f (x) is a multiple of g (x), it is only necessary 
to divide the received vector by g (x) to check for errors .  If a detectable $mor has oc- 
curred, the remainder wil l  not be zero. If no e r ro r  o r  an undetectable e r ro r  has occurred, 
the remainder wil l  be zero. The division can be performed by shifting f (x) into the division 
circuit (Figure 1). 

Error Correction 

All known e r r o r  correction schemes are based on Newton's identities relating the 
elementary symmetric functions to the power sum symmetric functions. Since these re- 
lations are not clearly explained in the literature on BCH codes, they will be derived here 
by using the method of Bocher (Reference 12). With this background, the reader should be 
able to understand the literature (4, 5, 7, 8, 9, 10, 13), without serious difficulty, and 
therefore these decoding methods will not be discussed here. 

Definition 19: Elementary Symmetric Functions-Given a set of numbers x1 , . . . , 
x n, the polynomial 

u(x) = (x - xl) (x - X') . . . (x - xn) I 

- u1 xn-l + rJg ,n-2 + .'. .+ ( - 1 ) n  on = x" 

is formed. The coefficients ul, . . . , un are defined as the elementary symmetric func- 
tions of xl,..., xn. 

If the m i  ' s are calculated, it i s  found that: 

cr2 = C x i x j  foralldifferentcombinationsof iand j 

u3 = Z x i x j  xk f o r  alldifferentcombinationsof i, j, k. 

e 
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If any two numbers x i  and x j  are interchanged, the values of the symmetric functions remain 
the same. Therefore, the functions a1 , . . . , (J" are said to be symmetric with respect to 
the variables x 1  , . . . , x n .  

Power Sum Symmetric Functions-Given the set of numbers x l ,  . . . , 
um symmetric function of these numbers is 

n 

s, = c x r .  
i= l  

The elementary symmetric functions and power sum symmetric dnctions are relate1 
by a set of linear equations known as Newton's identities. Using the factored form of a (x), 

da - G- 0 a 
dx x - x 1  x - x z  x - X" 
- - - + -  f ... + -. 

Since 
(.(Xi) = 0 ,  

G-(x) = (x" - x:) - G-, (x-1 - xl-1) f . . . , 

and 

-- ~ ( x )  - xn- l  t (Xi - al) x"-2 + (x? - a1 x i  t a2) x"-3 t .. . , 
x - x .  

and 

da - = nxn-' + (sl - rial> xn-' + ( s 2  - a, S,  + n r z )  xnu3 + . . . 
dx 

. 

From the unfactored form, 

da - = nxn-' (n - 1) a1 xn-2 +- (n - 2) az x " - ~  -+ . . . 
dx 

Equating coefficients of like powers of x in these two expressions gives 

S, - n o 1  = - (n - 1) al 

Sz - al S,  t n u z  = (n - 2) a2 
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or  
s ,  -c'1 =.o 

e 

e 

e 

Shortened BCH Codes 

Codes of different length than pm - 1 may be desired because of equipment on format 
specifications. These are obtained easily by making some of the initial information symbols 
0 in an unshortened BCH code and not transmitting these symbols. Since the shortened 
words are still code vectors, the minimum Hamming distance remains unchanged, and the 
e r ro r  correction and detection capabilities are unchanged. Encoding and decoding proce- 
dures for the natural length codes also apply to the shortened codes. 

An alternative method for obtaining codes of different lengthis to choose a as a non- 
primitive element of GF (p"). A table of some binary BCH codes, generated by nonprimi- 
tive elements, can be found in Peterson (Reference 10). 
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Appendix 

Example of Triple-Error Correcting (15, 5) BCH Code 

Let u be a root of the primitive polynomial m (x) = x4 + x + 1. Then any element in 
GF (Z4) can be represented in the form 

c o  -+ e l  a + c 2  a2 + c 3  u 3 .  

The following table shows this representation of GF (2')): 

1 
a 

a2 

a3 

a 4  

a5 

a b  

U' 

U 8  

a 9  

a lo 

a l l  

U 1 2  

a l 3  

a l4 

a l5 

CO 

1 
0 

0 

0 

1 
0 

0 

1 

1 
0 

1 
0 
1 
1 

1 
1 

C 1  

0 

1 
0 

0 

1 
1 
0 

1 
0 

1 
1 
1 
1 
0 
0 

0 

c2 

0 

0 

1 
0 

0 

1 
1 
0 

1 
0 

1 
1 
1 
1 
0 

0 

c3 

0 
0 
0 
1 
0 

0 

1 
1 
0 

1 
0 
1 
1 

1 
1 
0 

fore 
a 1 2 ,  

According to Theorem 11, a , a 2 ,  u4, and u8 are  roots of the same polynomial. There- 
, the minimum polynomial for each of these elements is m l  ( x )  = x 4  + x + 1. If a 3 ,  u6, 
and a24 = a', all must be roots of the minimum polynomial m 3  ( x )  for u 3 .  If 

m 3 ( x )  = c o  -+ cl.x + c 2 x 2  + c 3 x 3  + x 4 ,  

then 

m 3  ( a 3 )  = c o  + c1 a 3  t c 2  u6 -+ c 3  u 9  t a12 = 0. 
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A tabular representation is shown below: 

+ c3 + [ ~ ! =  i" 0 

The solution of this set of four equations is c o  = 1, c 1  = 1, c 2  = 1, and c3 = 1, so m 3  (x) = 
1 + x + x2 + x 3  + x4. 

The elements u5 and a'' are the roots of 

Let m o  = 1 and d = 7, then a ,  a2, . . . , a6 must be roots of g (x). Therefore, 

The minimum polynomials could have been found directly from the tables in Peterson 
(Reference 10) and g(x)  f rom Stenbit (Reference 11). 

The circuit shown in Figure 5 can be used for encoding. The five information digits 
are simultaneously shifted into the register and transmitted over the channel. Since this 
circuit automatically premultiplies its input by xlO, the check bits I (x) mod g(x) remain 
in the register after the information bits have been shifted into it. The feedback is then 
disabled, and the check bits are transmitted over the channel. 

INPUT 

Figure 5-Encoding circuit for (15, 5) BCH code. 

An identical circuit can be used for e r ro r  detection except that the entire 15-bit re- 
ceived vector r (x) is shifted into the register. The circuit calculates x10 r(x) mod g (x). 
For e r r o r  correction, the input must be added into the first stage of the register, rather 
than at theend, so that r (x) mod g(x) is calculated. 
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COHERENT DEMODULATION OF SPLIT-PHASE 
TELEMETRY SIGNALS 

Fred M. Sobotkin* 

ABSTRACT 

This paper considers the problem of coherent de- 
modulation for a split-phase telemetry signal in the 
presence of additive white gaussian noise. The per- 
formance of a self-synchronized communication sys- 
tem which could be used to extract the digital informa- 
tion from the received signal is discussed. The system 
contains a square-law device to remove the data de- 
pendence of the signal to obtain a discrete frequency 
sinusoid which is then tracked by a phase-lock loop to 
generate the timing information. The system bit error 
probability is then calculated for signal-to-noise ratios 
in the phase-lock loop ranging from 0 to 10 db. 

INTRODUCTION 

Split-phase modulation is one type of binary-phase modulation used by Goddard in 
satellite and space-probe telemetry systems. The data, m (t), to be transmitted is a bi- 
nary sequence whose value during a particular baud length of T seconds is either 0 or  1. 
The modulator on board the satellite maps the message m (t) into a split-phase signal s ( t )  
(Figure 1) which in turn is used to phase-modulate a carrier that is transmitted over the 
channel to a ground station. 

Figure 1-(a) Information sequence m(t) = ~010010111 and (b) split-phase s ignal  s ( t ) .  

The transmitted signal may therefore be written as 

f (t)  = cos  [w, t t s ( t ) ] .  

The split-phase signal s (t) is constructed by multiplying a subcarrier 

sin W , t ,  (w, = 2n/T) , 

*The City College of The City University of New York. 
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which is in phase with m (t), by + A  when m (t) = 1 and by - A  when m (t) = 0. Therefore, 
the split-phase signal can be represented by 

s (t) = P(t)  sin wm t , 

where P (t) is either _+A in a particular baud. 

When the telemetry signal is received at the ground station, it is phase-demodulated 
to obtain the split-phase signal s (t), which is assumed to be degraded by additive noise 
N (t), a stationary wideband gaussian process of zero mean with flat spectral density 
N0/2 watts/Hz. The problem of interest to Goddard is the extraction of the message 
m(t) from the waveform 

x, ( t )  = s (t) t N (t) = P (t) s i n  w, t t N (t) 

when the signal-to-noise ratio is small. 

For detection and processing of the split-phase signal, it is necessary to have a 
”clock” that is coherent with the bit rate. Phase-lock techniques are widely used to ob- 
tain the synchronizing information (clock) from the received waveform. But examination 
of the spectrum of the split-phase signal (Appendix A) indicates that there a r e  no discrete 
frequency components present to be tracked and used for  timing purposes. To obtain the 
synchronizing signal, we must first perform some non-linear operation on the signal to 
remove its dependence on the data and produce a discrete sinusoid. 

A self-synchrorLzed system that could be used for coherent detection and demodulation 
of the signal s (t) is shown in Figure 2. 

The following is a brief description of the system operation in the absence of noise. 
The received signal s (t) is assumed to be unchanged after passing through the filter H, (w) 
because 94 percent (Appendix A) of the total power is concentrated in the passband. The 
input to the square-law device is 

s (t.) = P (t t B/w,) sin (w, t t e ) ,  

where 6 is an arbitrary phase caused by transmission. The output 

y ( t ) = A 2 s i n 2 ( w m t t 6 ’ ) = A 2 / 2  [ 1 - c o s ( 2 w m t  t 2 8 ) I  

The discrete frequency component cos  ( 2  wm t t 2 8 ) is then tracked by the phase-lock loop 
and the output of the Voltage-Controlled Oscillator (VCO) is 

v = sin (w, t f e t 4/2), 
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where 4 equals the phase e r ro r  of the loop. This waveform is multiplied by s (t) and ap- 
plied to an integrator which obtains its timing information from the zero-krossings of v. 
Thus, 

g = [ + A  sin (w, t t 0) [sin (w, t t 8 t 4/2)1 dt 

It is assumed that both 8 and 4 are varying very slowly (dB/dt, d+ / d t  << urn) and may be 
considered constant over the interval (0, T ). Therefore 

A T  $ g = f - c o s  - . 
2 2 

If g i positive, we de ide that &( t )  = 1; and if g is negative, then & ( t )  = 0. 

It should be pointed out, before continuing, that the timing of the system could be in 
e r ror  by T/2 seconds because of the frequency doubler in the loop. The frequency 
doubler output would have the same value if 

v = s i n  urnt + e t -  
2 ( :) 

However, if  this timing er ror  did occur, the integrator output would be zero for most of 
the decision times and a correction could be made to advance the timing. 

OPERATION WITH NOISE PRESENT 

The split-phase signal plus noise N ( t )  is passed through the ideal low-pass filter 
H, (w) to eliminate the undesirable effects of the noise outside the frequency band of inter- 
est. The input to the square-law device is 

x ( t )  = s ( t )  t n ( t ) ,  

where n (t) is a stationvy gaussian process with flat spectral density No / 2  watts/& 
over the band of H, (w) and zero outside. The input signal-to-noise ratio is 

7T A2 SNRx =-. 
2'0 
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after passing through the square-law device, we obtain 

y ( t )  = [ s  (t)  t n (t)12 

with a spectral density as calculated in Appendix B, where it is also shown that the input 
to the phase-lock loop may be considered to be 

y1 (t) = -J21;eos 2 w m t  + n'(t) . 

The value of P=A4/8 watts, and n ' ( t )  is a zero mean gaussian process with flat spec- 
tral density 

N i  1.53N0 Az N;wm 

2 77 471 
t- _ -  

over the effective bandwidth of the phase-lock loop. 

3. The phase-lock loop used to obtain the reference or  timing signal is shown in Figure 3. 

FILTER 
F (SI 

sin [ 2 uot  +28,(t)] 

FREQUENCY 

vco 
f i s h  [ w o t  +8,(t)] 

Figure 3-Phase-lock loop. 

The VCO has a quiescent frequency w,, radians/sec and a VCO constant K / 2  radians/ 
sec/volt. Theref or e 
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The noise component n' (t) can be expressed as 

where n1 (t) and n2 (t) are both stationary, white gaussian processes with spectral density 
(double sided) (N ',,'2) watts/Hz. 

We now let 

where X, is an arbitrary phase caused by transmission. The multiplier output is 

z (t) = {-J2Pcos  [2wot t 20,(t)1+ f i n l  ( t )  s in  [2wot + 28, ( t ) ~  

+ f i n 2  ( t )  cos  [2wot + 28, ( t ) ] }  { G s i n  [2wot + 28, ( t ) ~ }  

= -!@sin ( 2  [e,  ( t )  - e, ( t > I }  t 2nl  ( t >  c o s  2 [B, ( t )  - e, ( t ) I  

t n 2  ( t )  sin 2 [e2 ( t )  - 8, ( t ) l  + 4w0 f requency  terms.  

The 4w0 frequency terms may be neglected since neither the filter F ( s )  nor the VCO will  
respond significantly to them. 

Letting + ( t )  = 2 ( t )  - 8, ( t ) l  loop phase error,  

where 

Therefore 
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Since n1 (t) and n2 (t) have a correlation time much shorter than # (t), the noise com- 
ponent can be represented by a gaussian process -n"(t) which has the same statistics 
and spectral density as n1 (t) o r  n2 (t). Therefore 

A second-order loop is the best compromise between acquisition of a signal in the 
presence of noise and the maintaining of lock on a weak signal. We therefore choose our 
loop filter to be F (s) = 1 t a/s , which consists of the parallel combination of an ideal 
integrator with gain r'arr and a direct connection, The equation for d#/dt  becomes 

Statistical parameters for the phase-error behavior of a phase-lock loop tracking a 
constant frequency signal in the presence of additive stationary Gaussian noise have been 
obtained by Viterbi (Reference 1) by treating the problem as a continuous random walk 
with a sinusoidal restoring force. He shows that the second order differential equation 
representing the phase e r ror  4 (t), can be decomposed into two first order equations to 
constitute a two-dimensional vector Markov process for which he derives the Fokker- 
Planck equations. He then goes on to obtain an approximate solution for the steady-state 
phase-error distribution for the special case when w, = wo . Therefore the VCO quiescent 
frequency is exactly at the frequency of the incoming signal. In this report, we will as- 
sume that the baudlength T is known exactly and w, will  be set equal to w, so that we 
may use Vitterbi's result for the probability density function of the phase e r ror  

where I, is the zeroth-order modified Bessel function and 

P 

Nb (mt a)/4 
R =  

The equivalent noise-bandwidth of this second order loop is B, = (v'E t a)/4 Hz and. 
therefore R = P /( Ni q) , which is the signal-to-noise ratio in the effective bandwidth of 
the loop. 

Viterbi indicates that P4 (4) is valid only for large values of SNR (R) because of a 
linear approximation he made in his solution of the Fokker-Planck equation. However, 
experimental results (Reference 7) substantiate that P4 ( 4 )  is a good approximation for 
S N R  R > 0 db. 

As the phase e r ror  in the loop increases, there is a tendency for the loop VCO to 
gain or drop a cycle relative to the incoming signal. When this occurs, the phase-error 
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has changed by 27r radians and the loop has dropped out of lock. Viterbi obtained an ex- 
pression for the mean time to loss of lock 

v2R I: (R) 
T(27r) = 

2% 

But this gives no indication of loop behavior after the first skipped cycle because we do 
not know whether the loop goes back to its locked state or keeps on skipping cycles at an 
ever-increasing rate. At low values of signal-to-noise ratio (R) it is expected that the 
latter is likely to occur, because of the'system inertia. The system would therefore 
lose synchronization and a good deal of data bits would be lost. 

It would be impossible to obtain analytically complete detailed information about the 
system operation with respect to cycle slippage and lock acquisition or  pull-in. System 
simulation is the only means of obtaining these results, and should be done in,future 
studies. 

EXPECTED PROBABIUTY OF BIT-ERROR 

An estimate of the expected probability of bit e r rors  (Table 1) can be obtained by use 
of the distribution of the phase-lock loop error  4( t ) .  The output of the integrator g 
(Figure 2) is obtained by multiplying the VCO response by x ( t )  = s (t) t n ( t  ) and then 
integrating over the baud length T .  Therefore 

g = 16 [ x ( t )  sin (amt t;) d t  

T 
= * & A  1 sin m m t  sin (wmt +.$) d t  t fi 6 n ( t )  sin bmt t!?) d t  

Since d4 (t )/dt << wm , the value of 4 (t ) is essentially constant over the baud T,  and 
therefor e 

[ cos? 4 d t  = T cos- 4 
2 

6 cos ( 2 q t  + $ ) d t  = 0 

[ n(t)sin(u, , , t  + $ ) d t = n ,  
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where E is a gaussian random variable with zero-mean and variance c2. Before pro- 
ceeding further, we must calculate the value of c2, the expected value of cos 4 (t)/2, 
and a relationship between the signal-to-noise ratio in the loop (R) and the signal-to-noise 
ratio of x ( t ) (sNR~). 

The transfer function of the integrator 
1 

3w 
H ( j w )  =-  [ I  - e-joT] 

and 

Since the autocorrelation of the process f i n  (t) sin (w, t t +/2) equals R, (7) coswm7, 

NO 1.468 n A2 _ -  - (2.936) 1 

w m w; (SNRJ 

The probability density of n is 
,-" 

The expected value of cos +(t)/2 is 

where 

1 In (R) cos n+ 1 .R cos 4 
-~ 

2nIo(R)  2n10(R) p+ (4) = - - 
n = l  

Therefore 

1; cos: 1, (R) t 2 2 In (R) cos n +  d+ 1 E {cos;}= 1 

n= 1 
2 7T I,  (R) 

which is a series that converges very rapidly. 
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The value of R can be expressed in terms of SNRx 

when 

In practice, B, is chosen to be 0.1 percent of f, = 2" w,, and therefore 

SNRx 
R Z 5 0 0  (7) 

The decision as to whether the data bit is 0 o r  1 in the baud interval will be based on 
the sign of g . If g is positive, then h ( t  ) = 1, and if g is negative r;l (t ) = 0. An error 
will occur if the value of the random variable 
value determined by 6 , / 2  P (t) E{(cos + /2$ Therefore, the probability of a bit error 

causes the sign of g to change from its 

- 2  

Since 2 has zero mean, is independent of P ( t  ), and P( t)  = f A with equal probability 

PE = Prob(2 >$ATE { C O S $ } )  

J s A T E  2 ( . o s : }  
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where 

E (COS.$} /- = 41/2 the signal-to-noise ra t io  at  integrator output 

Table 1 
Expected probability of bit e r rors  for phase-lock 

loop SNR (R) ranging from 0-10 db. 

R 

1 

2 

3 

4 

5 

6 

7 

8 

9 

10 

0 

3.01 

4.77 

6.02 

7.00 

7.80 

8.50 

9.03 

9.80 

10.00 

-8.54 

-7.01 

-6.14 

-5.51 

-5.03 

-4.63 

- 4.30 

-4.01 

-3.75 

-3.53 

PE 

.306 

.202 

.170 

.147 

.135 

.124 

.112 

.104 

,097 

.091 

R = signal-to-noise ratio in the phase-lock loop 

S N R ~  = signal-to-noise ratio of receivedsplit-phase 
signal after initial filtering 

PE = expected probability of bit-errors 
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APPENDIX A 

CHARACTERISTICS OF A SPLIT-PHASE SIGNAL 

The split-phase signal can be represented by 

s ( t )  = p ( t )  sin wmt 

where P (t) is a Random Binary Signal whose value is *A with equal probability in the 
interval 

( n - 1 ) T L t  < T  ( T = $ )  

The value of P (t)  during any interval of baud length T is independent of the values in all 
other intervals. 

To obtain the spectrum of s ( t ) ,  we consider the process 

where 
T = 2n/wm, !/arn is uniformly distributed in the (0, T ) interval. The random phase Tu 8 
would correspond to the uncertainty of the time origin of the received signal. 

is a random variable uniformly distributed in the (0, 2 7 ~ )  interval, and since 

The autocorrelation function of the process s ( t  + f /wm ) is 

where E { } denotes the expectation. Since P ( t  + g /wm ) is statistically independent of jj 

If the autocorrelation of P(t  t 8/wm) = R P  ( T ) ,  .-" 
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= - R p  1 (7) C O S  w,,,T t - 
2 

cos [2wm t t w, 7 t 2 d 6 

= - R p ( 7 )  1 C O S  w m 7 .  
2 

To determine R P  ( T ) ,  we let P, (t) = P (t +- ,6/w,,, ) and consider the process at two differ- 
ent instants of time, P, (t,),  P, (t,). Since the process is independent in different baud 
intervalsandE{P,( t , ) )  = E { P ,  (t ,)> = O , t h e  E { P , ( t , )  P , ( t , ) )  willequalzeroif  t, 
and t2 are located in different bauds and equal A2 if they a re  in the same baud. 

Suppose first that I tl - t, I > T. Since O/wm < T , - 

and the 

If It, - t,l < T and t, = n T ,  thenonlyfor6!/wm < T - I t, - t21 will t ,  and t, be 
located in the same interval 

Therefore 

E {P, (t,) P, (t,)) = A2 - Probability [& < T - I t ,  - t, I] 

for I t ,  - t, 1 < T,  
It, - t, I 

= A 2  ( T  1 -  

= o  for 1 t, - t2 1 > T.  

Since the process is stationary, we can replace t, - t, by 7:  
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R p ( 7 ) = A 2  (I-!.$) ' T < T  

= o  r > T ,  

and 

~, ... "8 

, .' 

The spectral density of s (t), 

= - 1 [S, (w -a,) t s, (a tyJ1 9 

4 

where 

- A2 T sin2 (wT/2) 

( U T / ~ ) ~  
- 

Inspection of Ss ( w )  indicates that most of the signal power is concentrated in the 
frequency band 

and 

Since 94 percent of the total power is in this band, the signal may be considered to be 
band-limited to 1 2 7 7 ~ 1  < 477~1,. 
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APPENDIX B 

CHARACTERISTICS OF THE PHASE-LOCK LOOP INPUTS 
(EFFECTIVE SQUARE- LAW DEVICE OUTPUT) 

Both components of the input to the square-law device, s(t) = P(t) sin m t  and n (t), a re  
sample functions from statistically independent random processes with zero mean. The 
outputy(t) = [ s ( t )  t n ( t ) 1 2 .  

If the autocorrelation function of y (t) = Ry (t l  , t 2 )  and y (t,) = y,, then 

The last term equals zero because n (t) and s (t) have zero mean, and are independent. 

R Y  (t,, t2) = R Y  ( T ) ,  where 7 = t, - t 2  

because of stationarity. Therefore, 

with 

Rnn (7) = E {n: ni} .  
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The term R,,  (T) 

interaction of the 
the interaction of 

is due to the interaction of the signal with itself; R (7) is due to the 
noise with itself; and RSn(7) = 4 R ,  (7) R,(7)  + 2 R , @  R, (0) is due to 
the signal with the noise. 

The spectral density of y(t )  is given by 

where 

R,, ( 7 )  = E  {s2 (t) s2 (t t 7 ) )  

= E {A4 sin2 wmt sin2 w m ( t  + 7)) 

= A 4  (!-+!-cos 4 8  2 w m 7  

therefore 
A4 7~ A4 TI 

s,, (w) =- 2 6 ( w )  t- 8 [ 6  ( w -  2wm) t 6 (w t 2wm)1 

which contains the discrete frequency component at twice the data rate, with power 
P = A4 /8  watts. 

where 

A2 No w, 
= 4 R s  (7) Rn (7) t t 

7l 

where Rnn(7) = E {nl n2 n1 n2 } , but since the noise is gaussian, 
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= R: (0) + 2R: (7); 

) 
where * denotes convolution. 

The phase-lock loop following the square-law device is used to  track the discrete 
frequency component ( 2 ~ ~ )  of y ( t ) .  In general, the noise associated with Y (t) is not 
gaussian, however (Reference 3), if y (t) is to be passed through a narrow band filter (in 
the steady state conditions, the phase-lock loops is in essence a very narrow band filter) 
having a bandwidth which is very much smaller than the bandwidth of the ideal filter pre- 
ceding the square-law device, the effective noise te rm tends toward a gaussian process 
with zero mean and flat spectral density over the effective bandwidth. The value of the 
noise spectral density (N: / 2  watts/€&$ may be approximated by its value at the center 
frequency of the narrow filter, w = 2 w m .  Therefore, 

No A2 
S,,(2wm) =-(1.53), 

77 

2 

s,, ( 2 9  =2 77 (2) 
so that 

N: - 1 . 5 3 N 0 A 2  N i y , ,  

2 77 477 
- -  t-. 
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CONCLUSION 

The performance of a self-synchronized communication system which could be used 
for the demodulation of a split-phase telemetry signal has been discussed. Even with the 
many approximations that were made, complete detailed information about the system 
operation could not be obtained analytically. System simulation is the only means of ob- 
taining complete and accurate results, and should be done in future studies. During simu- 
lation, the effects of cycle slippage and lock acquisition could be examined. Also the.case 
where there is an uncertainty in the data frequency rate could be studied. 
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INFORMATION CAPACITY OF A 
HOLOGRAPHIC RECORDING 

SYSTEM 

George Eichmann* 

ABSTRACT 

This report describes the capacity of a holographic record- 
ing system, based on atwo-dimensional extension of the Shannon- 
Hartley fundamental channel capacity formula. The signal and 
noise power needed in this expression are determined for aphoto- 
graphic film recording medium. A linearized optical transmis- 
sion characteristic is derived, andnoise power is assumed to be 
caused by granularity. To calculate noise power, two stochastic 
grain models a re  given. The final result is an integral that is a 
function of the signal-to-noise ratio. 

INTRODUCTION 

Although the concept of channel capacity is well known in communication theory, its applica- 
tion in optical systems has been limited to incoherent optical systems (References 1, 2, and 3). 
However, the recent works of several authors (References 4 and 5),'in considering the effect of 
noise on a coherent optical system, give the channel capacity of the system. The capacity serves 
as a figure of merit for such a system. In particular, the maximum amount of information avail- 
able from a holographic recording is determined, providing results useful, for example, in optical 
telemetry applications. 

The method of calculation used in this paper is based on the use of a two-dimensional form of 
the Shannon-Hartley (Reference 6) fundamental channel capacity formula. By evaluating the signal 
and noise power of the holographic recording output, the aforementioned expression is used to de- 
rive the channel capacity of the holographic recording. The result is specialized to the case of a 
rotationally symmetric system. For such a system, it is shown that, for a given complex object 
amplitude, the desired signal and the specification of three parameters (the film cut-off line fre- 
quency, the optical bias level, and the radius of a typical grain) allow the numerical calculation of 
the channel capacity. These results are given in Equations 17 and 18. 

DETERMINISTIC MODEL 

In this section, a linear deterministic model is presented for  the holographic recording 
process. First a qualitative, and then an analytical, description of the information storing mechan- 
ism is presented. 

As  shown in Figure 1, a light beam generated by a coherent source is allowed to reflect 
from a mirror M as well as an object 0. The term "object" is used to denote the information 
that is to be recorded. The two scattered beams, the object and the reference beam shown are 
interfering constructively and destructively in front of a transparency. The 
tures the magnitude square of the amplitude, defined as the intensity, of the 

transparency cap- 
incoming combined 

"City College of the City University of New York. 
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I F  
M -  MIRROR 0-OBJECT F-TRANSPARENCY 

I - REFERENCE BEAM 

2- OBJECT BEAM 

Figure 1-Diagram of a 
holographic recording. 

scattered beams. The useful information is contained in 
the interference term of the record intensity. In our 
mathematical model, a linearized transmission character- 
istic is used. 

To derive a quantitative model for the storing mechan- 
ism, consider a complex object amplitude o (x,y) and a 
complex reference amplitude R (  x,y ); these amplitudes 
represent the scattered beams in front of the transparency. 
The transparency records the intensity, I, where 

Performing the indicated operation, we have 

where the asterisk denotes complex conjugation. In the case of weak object field, and with only 
the real  image considered, Equation 2 reduces to 

the equation used to represent intensity in the subsequent discussion. The condition that the object 
beam be weak is satisfied in practice, and neglecting the virtual image in Equation (2) is justified if the 
process is linear. In this case, it can be accounted for by use of the principle of linear superposi- 
tion. To insure the necessary linearity, a linear transparency model is next presented. In deriv- 
ing the linearized model, we consider first a static, and then a dynamic, model. The linear static 
model is derived from the nonlinear characteristic by the introduction of a Taylor series expansion 
about an optical bias point. This model is then modified to include the direction-dependence of the 
transparency . 

The static characteristic is expressed by the T vs E curve, the optical transmission plotted as 
function of the exposure (see Figure 2). The linearization of this nonlinear characteristic follows 
from the usual small-signal procedure. First, a bias - an optical bias - point is established with 
no signal present. Remembering that E = I t  (where t is the speed) and holding the speed constant 
gives, from Equation (3), the optical bias 

Corresponding to E,, and determined by the characteristic curve, T o  may be obtained. By expand- 
ing in a Taylor series the characteristic curve, about E = E,, the graph is linearized, giving (see 
Figure 2) 

T = T ,  - x ( E - E , ) ,  (5) 
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E O  E 

Figure 2-Static characteristic of the transparency. 

where x is the slope of the T vs E curve. This method, therefore, allows the separation of the 
static and the dynamic parts of the transmission function (Reference 7). The linearization thus 
presented stands in contradistinction to the two-step process, where the product of the y '  s is 
set  equal to -2, and Y is the slope of the T vs log E curve, or  the small Y approximation. It 
represents, to a good degree of faithfulness, the holographic recording process (Reference 8). 

Having discussed the static aspect of the transmission model, we next include the effect of 
the direction-dependence of the transparency (Reference 9). Let S (x , y) represent the small sig- 
nal, bias-dependent, optical spread function of the transparency. Let its spatial Fourier trans- 
form, the so-called complex modulation transfer function, of the small-signal spread function be 
denoted by s ( u , v ) ,  where u and v a re  direction cosines. The complete system model of the 
holographic recording process is 

where a is a constant and Q denotes the two-dimensional spatial convolution. Letting the spatial 
Fourier transform of T (  X,Y)  be t ( u ,  v), and taking the spatial Fourier transform, denoted by 3 { }, 
of Equation 6 yields 

where 6 denotes the Dirac delta function. This equation is the desired deterministic system 
model of the recording process. It will  be used in the subsequent channel capacity calculation. 
We here note that the optical spread function S (x , Y) and its corresponding complex modulation 
transfer function s (u , v) were measured for various commercial films, using incoherent optical 
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systems. These results are available in the literature (Reference 10). Furthermore, measuring 
techniques using coherent optical systems are now available (Reference 11), allowing meaningful 
definition of s( u, v) for holographic studies. Having developed a deterministic model, we turn our 
attention to the calculation of "noise" in the holographic recording process. 

NOISE ANALYSIS 

The sources of noise (Reference 12) in the recording process are: 

(a) Random thickness variation in the base and the emulsion, 
(b) Air bubbles in the base, 
(c) Surface roughness in the base, 
(d) Uneven distribution of the individual silver-halide grains. 

The effects of (a) through (c) can be minimized, to some extent, by using optically flat surfaces 
and immersing the emulsion in a liquid whose index of refraction matches that of the gelation of 
the emulsion. In this report, however, only the effect of (d) is studied. For this purpose we 
present two models of the grain structure yielding the noise power spectrum necessary for the 
channel capacity calculation. They a re  the so-called checkerboard and overlapping circular grain 
(Reference 13) models. 

The checkerboard model (see Figure 3) assumes that grains are square-shaped with 
sides of length 4 on a square transparency having sides of length L . The unit cells a r e  
either completely transmitting or  completely blocking the transmission; that is, the 
transmissivity is either 0 or 1. This is the reason for the "checkerboard" model name. By as- 
suming that random variables x and y , the Cartesian coordinates of a point on the transparency, 
a r e  independent and the "switching" distance E (see Figure 4) is uniformly distributed on an 

II 

I 

D L w 

Figure 3-Checkerboard noise model. 
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L X 

Figure 4-One-dimensional random binary signaling. 

interval ( 0 ~ 4 )  and it is independent of T, we have a random binary transmission type process. 
Let T be the average transmission defined as 

where A is the area of the transparency. Let t(x,y) = T(x,y) -T, with the autocorrelation function 
of t (x,y)being defined as 

The autocorrelation function of the checkerboard model is (Reference 13) 

The noise power spectrum, the two-dimensional spatial Fourier transform of the autocorrelation 
function (Equation 8) ,  is 
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Figure 5-Overlapping circular grain model. 

This is the required noise power for  the channel capacity calculation. 

A more realistic model of the grain structure is the overlapping circular grain model (see 
Figure 5). Here the following assumptions are made: 

(a) The grains a re  circular with radius R on a circular transparency whose total area is A. 
(b) The grain centers fall randomly on the plate as independent events with Poisson 

distribution on the interval (0, m), and are independent of T. That is, the probability 
of the grain center falling on radius a having made n switches is 

(ha)"  .-ha Pn(a) = - 
n!  

where h is proportional to the average number of grains on the area A. 
(c) The grain radius follows the distribution law 

r < R  , 

1 r 2 R  

where R is the radius of a typical grain. 

With these assumptions, the autocorrelation function of the overlapping circular grain model 
(Reference 13) is 
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where 

The normalized spectrum of the overlapping circular grain model is 

where 

and J o  is the Bessel function of zero order. We note here that, because of radial symmetry, the 
two-dimensional Fourier transform is replaced by a Hankel transform with 

as its normalized line frequency. The spectrum, Equation 12a, is a function of two parameters R 
and T and, as opposed to the previous case, it can not be evaluated in a closed form. Plots of 4, (2) 

and its noise spectrum 4,, (E) , with T as their parameter, are available in the literature (Ref- 
erence 14). These curves, by proper choice of T and R ,  do match the measured noise character- 
istics of commercial films. Before leaving the subject, we point out that these models represent 
only a first-order approximation to physical grains. That is, they neglect the variable size, 
shape, and transmittance, both in amplitude and in phase, of grains in physical emulsions. 

CHANNEL CAPACITY O F  A HOLOGRAPHIC RECORDING 

Now that we have the background for calculating the signal and the noise power spectrum, we 
turn our attention to the channel capacity of a holographic recording system. In information 
theory (Reference 6) it is shown that for band-limited gaussian time signals perturbed by in- 
dependent, additive gaussian noise, the maximum rate of transmission of information, if the signal 
and noise power are limited to S(W) and N ( W )  respectively, is 

bits/se cond, 
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where w is the circular frequency and W is the highest circular frequency present. This expres- 
sion is called the Shannon-Hartley Fundamental Channel Capacity Formula. In our case, a two- 
dimensional analogue of Equation 13 is needed. Let M ( U , V )  and N(u,v) be the signal and noise 
power of the two-dimensional system with u and v as their direction cosines; then 

bits/mm2 , 

where c,, is the channel capacity of the additive, gaussian two-dimensional channel and w1 and 
w 2  are the maximum values of u and v . This is the formula used in the calculation of the channel 
capacity of the holographic recording. 

The signal power, from Equation 7, is 

M(u,v)  = a 2  (T) S 2  ( u , v )  \ 3 [ R O * ( x , y ) l  1 2 ,  (1 5) 

where a(T) is abias-dependent constant, S(U, v) is the complex modulation transfer function of the 
transparency, R ( x, Y) is the complex reference, and O* (x, Y) is the conjugate complex object am- 
plitude in front of the transparency. The noise power spectrum at t  (T ,u ,  v) is given by Equations 
9 and 12. Substituting Equations 15 and 9 in Equation 14 yields, 

the desired channel capacity formula. We here note that for a given object and reference beam, a 
given biasing condition T ,  a specified complex modulation transfer function S (  u,v) ,  and grain 
size .e",.the integral may be numerically evaluated. If there is circular symmetry, Equation 14 
may be reduced by the use of Equation 12 to, 

where CP,, (Ty3) is defined by Equations 11 and 12. Let 

R(u) = e-jko 

where k is the wavenumber, and S(s) is the complex modulation transfer function suggested by 
Paris (Reference 10) with a line "cut-off" frequency so and R(u) is the "cylindrical" reference 
beam, be given. By the used of Equation 18 in Equation 17 we have 
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where 

Thus, as indicated, by specifying three parameters S o ,  T, and R, the line "cut-off" frequency of 
the film, the average transmittance and the radius of a typical grain, and the complex signal O*(CT) 
Ccr may be numerically evaluated, resulting in a figure of merit for a coherent optical communica- 
tion system. 

CONCLUSIONS 

In this study, a figure of merit-the channel capacity-of a holographic recording system is 
evaluated. The result is in the form of an integral that depends on the desired signal and the 
physical parameters of the system. For a given transparency, the parameters are obtainable 
from published data. The capacity integral may, therefore, be evaluated numerically. 
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PRELIMINARY ANALYSIS FOR THE DESIGN OF AN 
AUTOMATED SPACE TRACKING NETWORK 

R. K. Golden* and J. J. Fearnsidest 

ABSTRACT 

Through a world-wide distribution of remote stations, tracking, 
monitoring and control, and telemetry reception are being performed for 
a large and growing number of satellites. These stations are divided into 
three independently operated networks: Space Tracking and Data Acquisi- 
tion (STADAN), with control at Goddard Space Flight Center (GSFC) in 
Greenbelt, Maryland; Manned Flight Network (MFN), with control at the 
Manned Spacecraft Center in Houston; and Deep Space Network (DSN), with 
control at Jet Propulsion Laboratory in Pasadena, California. 

The desire to introduce increased automation into the remote sta- 
tions is the impetus for this study. Automation will be accomplished under 
computer control and will encompass all facets of station operation: sta- 
tion management and scheduling, equipment status-monitoring and setup, 
network calibration and communication, real-time command generation 
and verification, real-time receipt of data and preliminary analysis, and 
mission simulation and training. 

The study, through conferences with many cognizant groups at GSFC 
and with GSFC contractors, adopted a preliminary model of an automated 
station. It was also decided that a dynamic, computer-generated event 
simulator of the station and network would offer the best return in de- 
termining how the station would acutally perform and whether or not to 
apply automation to specific station functions. A simulation language, 
General Purpose Systems Simulator (GPSS), was obtained, made opera- 
tionalon GSFC computers, andwas used to evaluate severalinitialmodels. 

The station modelwill be used to determine the time-dependent inter- 
relationships amcng the various functions being simultaneously performed 
and the dynamic loadings of the equipment under actual conditions of use. 

INTRODUCTION 

Purpose of Study 

The increasing numbers and complexity of satellites have been adding to the 
workload of the remote tracking stations of the networks. This trend and the difficulty 
in acquiring adequately trained personnel, have generated a need to increase the station 
throughput while reducing reliance upon numbers and skill of available personnel. To 
meet this need, a study of the feasibility and methods of automating a tracking station 
has been in progress at GSFC for  some time. This investigation started from the view- 
point of examining the computer requirements to sustain the loadings that would be 
likely under future operation and to accomplish the multi-function operation that would 
be necessary. 

* Adjunct Professor, City University of New York. 
Graduate Student, Department of Electrical Engineering, University of Maryland. 
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Sources of Information 

Information was gathered by discussing the problems of individual areas with the 
responsible organizations at GSFC. In addition, a survey was made of the contractual 
studies performed for GSFC over the past few years. A bibliography of the literature, 
both contractor-provided and GSFC documents, is appended to this report. These sources 
led to a logical grouping of required activities, as to function and relative importance in 
time, that closely paralleled the thinking of GSFC groups and their contractors. 

Decision to Use Simulation 'I 

It was also clear that the involved interrelationship of the various portions of the 
system made it impossible to determine the overall effects of merely specifying desired 
individual functions of the system. In addition, the scope of the activity was sufficiently 
broad to require the attention of many groups and organizations within GSFC. It was there- 
fore decided that a simulation of the entire effort would provide the needed means of 
testing the entire system under individual variations, and would provide a central source 
of information about the system to all groups working with it. Most important, simu- 
lation would provide a definitive method by which firm design and specification decisions 
could be made and supported. Simulation would also permit potentially costly mistakes 
to be corrected before great expenditures of time and money. 

A FUNCTIONAL DESCRIPTION OF THE STATION 

Major Functions 

Tracking Station Management and Control 

Under tracking station management and control, bookkeeping, personnel, main- 
tenance, and inventory functions are  performed. The specific functions are as follows: 

Inventory Control.-Maintain current stock and ordering records for all equip- 
ment and supplies needed at the station. 

Scheduling.-Assign personnel and equipment to properly perform the servicing 
of satellites due to arrive above the station during a specified future time period. 

Equipment Status and Maintenance.- Maintain records of the operating status of 
all station equipment and monitor required maintenance procedures. These records are 
also a source of failure probability statistics and station performance indices. 

Generation of Data for Satellite Servicing. -Prepare the specific steps of the 
routines to be followed, the data to be transmitted to the satellite, tracking information, 
the manner of handling information received from the satellite, and post-pass cal- 
ibration and data handling requirements. 

These functions are free of time pressure and can be done under computer con- 
trol in an off -line, time-independent manner. 

Tracking Station Operation 

In this area the equipment is exercised and kept operational for testing, calibration, 
pre-pass readiness, and simulation. The functions are: 
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Configuration Setup and Test.-The equipment requirements for a given pass are  
interconnected, tuned, and adjusted to meet the established needs for that pass. 

Link Readiness Checks.-The items of equipment required to service upcoming 
satellite passes are continuously monitored for proper settings and alignment. 

Communication Setup and Checks.-The required links to and from all points ex- 
ternal to the tracking station are established and checked for proper operation. 

These functions are relatively free of time pressure and can be performed under 
computer control on a non-real-time basis. However, there are limits on the total time 
to be used in completing them, both before and after a pass. 

Satellite Pass Servicing 

This group of functions relates to the actual performance while the satellite is in 
sight of the tracking station and information is being transmitted up and down link. The 
functions are: 

Control of Tracking Station Equipment.-Proper operating levels of all equipment 
are continuously checked during the pass, and operating standby equipment is substituted 
when a deviation is detected. 

Tracking Through Antenna Control. -On-line control of the tracking antenna is 
performed, using available orbit predictions or  search patterns to locate the satellite, 
and tracking on the received signal when the satellite is found. 

Processing Telemetry. -The telemetry signal is decommutated and processed 
into related groups. Possible data compression functions and quick-look extraction are 
also performed. 

Command Generation and Verification. - Satellite commands are transmitted and 
proper receipt is verified. 

These functions must be performed in real time as the satellite completes its 
pass. Both time and volume constraints must be met completely. 

Though the described functions can be grouped as shown, they are not entirely 
independent of one another. The performance of many functions provides input or pre- 
liminary preparation for the performance of others. Those described as time-independ- 
ent are sometimes required in a limited form during the time-dependent satellite pass 
period. Many of the functions are being performed simultaneously and are dependent 
upon having current data transferred between them. The overall result of this picture is 
a complicated series of operations for which requirements and resultant loadings can 
only be determined dynamically. 

Required Information for a Proper Design 

In order to specify and design a system of this sort, a series of questions mus” 
be answered in a rough progression. The effect of an answer to a later question can 
alter the answer to one asked previously. Thus the analysis is iterative and must be 
performed repetitively until the data or answer no longer varies. The questions are: 
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1. What functions a r e  to be considered within the automatic system? 
2. What is the overall philosophy of operation within the system (completely 

3. What are the main objectives in performance: speed, reliability, volume, etc.? 
4. How a re  individual cri teria to be met (equipment redundancy, parallel operation, 

5. What is gained by a definitiveanswer to any of the previous questions over any 

6. What is the relative cost of proceeding in any given direction in money, man- 

automatic, manned override, a combination, etc.)? 

manual standby, etc.)? 

other choice or over the present method? 

power, time, etc.? 

In such a complicated, interrelated system it is impossible to answer these ques- 
tions theoretically without impossibly elaborate analysis. Under the circumstances, a 
simulation model becomes a practical and powerful method of determining answers to 
the questions posed and of gathering information to design the system and specify the 
operating entities within it. 

SYSTEM SIMULATION 

General Discussion 

Simulation involves the construction of a makhematical o r  physical model which 
will simulate a selected set of working properties of the actual system being investi- 
gated. This approach can be equally applied to an existing system that is unavailable or 
too costly to use, o r  to a system that exists only in terms of a prospective design. The 
selected model can be tailored to meet the needs of the investigator, to the required 
degree of accuracy. In the case at hand, physical construction of the devices in the 
system is not necessary. What is needed is a description of the manner of operation 
and communication flow among a large number of known devices, interacting in  time. 
In short, we may assume that we know how each individual device operates under spec- 
ified input conditions, but we require an accurate tabulation of the flow of events from 
device to device when a large number of devices a re  tied together in a given way. 
Further, we wish to know how the flow of events will change when the devices are inter- 
connected in a different way and required to perform the same total job. The time and 
event simulation of the system should serve as a working experiment to answer as many 
of the posed questions as possible. This concept requires that the model be relatively 
easy to build and generate, readily alterable, dynamic and self -interactive in operation, 
and capable of providing statistically reliable results. 

The General Purpose Systems Simulator (GPSS) 

GPSS is an existing programming language designed to permit the construction 
of time and event simulations of complex systems. The language used is English-oriented, 
and the program is obtained directly from a block diagram of the system to be oper- 
ated. Using a special symbol language, the block diagram is constructed to show the 
flow of operations within the system and to outline the ground rules for system oper- 
ation. Specific magnitudes of volume, rate, time to perform, etc., a re  added to the block 
diagram to complete the physical description of the individual devices being modeled. 
Each block in the diagram is now translated to a punched card and the resultant deck 
becomes the input to the GPSS program. 
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The GPSS program contains all of the information necessary to translate the 
input deck into a computer program. The required computer programs to operate the 
model, record the flow of events, generate statistics and tables, and provide the re- 
quested information in edited, readable form are also within the GPSS structure. The 
user is not required to have programming knowledge. Alterations in  the system can be 
made as rapidly as the block diagram can be changed. Physical characteristics can be 
readily changed, as well as the extent of interaction among different devices in the system. 

RESULTS OF PRELIMINARY APPLICATION 

) The Initial Model 

Initially, it was decided to model a station containing four complete links and capa- 
ble of serving four satellites simultaneously. The question of interest was the effect of a 
reduction in pre-pass and post-pass calibration and setuptimes, by means of automation, 
on successful servicing of a heavy satellite load. 

The station was presented with a flow of satellites that were exponentially distrib- 
uted, with a mean time between arrivals of 90 minutes. The station was operated so 
that link 1 was assigned to a satellite whenever that link was free. If link 1 was busy, 
link 2 was assigned next; link 3 next; link 4 next; and if all four were busy the satellite 
information was assumed to be lost. In this manner the number of satellites that would 
be lost by a station equipped with only one, or two, or three operational links could be 
immediately determined from the statistics. 

Without automation, each link required 20 minutes of pre-pass setup and calibra- 
tion, and 10 minutes of post-pass calibration. Under automation, the times were 2 min- 
utes and 1 minute, respectively. In both cases, pass time was exponentially distributed 
around a mean of 20 minutes. 

Figure 1 shows the above-described model using GPSS symbol language. The 
comments on the side describe the functions of each block. Figure 2 shows the program 
equivalent of the block diagram that became the input to the GPSS program. 

Results of Initial Runs 

Figures 3 to 7 show the output-of the GPSS program for the two simulation runs. 
Note that the longer pre- and post-pass intervals resulted in a loss of four passes out of 
a thousand. Automating to shorten the length of these intervals achieved the ability to 
service the four passes that were previously lost. 

Reducing the station to three links instead of four would mean the loss of 16 passes 
out of a thousand under manual operation and one pass out of a thousand under automated 
operation. 

These simulations now offer a concrete means of evaluating the overall effect of 
simultaneously o r  individually automating certain activities at the station, and/or re- 
ducing the equipment capacity at the station. Estimating the costs and savings of the 
steps taken gives an immediate measure of the overall cost of achieving incremental 
performance standards at the extremes of their distributions. 
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Figure 1 -Model block diagram. 
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Figure 2-Program equivalent of block diagram. 
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Figure 3-Long pre- and post-pass periods count of transaction flow through blocks. 
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Figure 4-Long pre- and post-pass periods l i n k  utilization. 
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Figure 5-Long pre- and post-pass periods tabulation of lost satellites. 

Figure 6-Reduced pre- and post-pass periods count of transaction flow through blocks. 
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Figure 7-Reduced pre- and post-pass periods l ink utilization. 
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Direction of Continuing Effort 

The initial model represents the first trial effort. The model will be expanded to 
include increased detail in the internal structure. The links will be represented by the 
various types of equipment needed and will be assembled to meet the requirements of 
a particular pass. The effect of equipment failure rates and repair times will be included. 
The satellite passes will be made to occur in relation to actual orbit times, and attempts 
will be made to schedule satellites or other possible stations if the equipment at the 
primary station is not available. Limitations on communication equipment will be added 
as well. These characteristics will be built in until the model is as close an analog 
of the actual station and network as possible. 

From that point, the effect of various modes of operation on performance and 
equipment capability can be rapidly measured, and design and specification judgments 
can be realistically made in advance of contractual o r  monetary commitments. 
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VISUAL CODING 

Irwin L. Goldstein* 

Since the display is man's only contact with the data base of an information-processing 
system, attention is event focused on the display requirements. Unfortunately, 
the design of the display consideration of the capabilities and limitations of the 
human element is usually the last step in  the design of the man-machine system. At 
this stage of the process, innovations are difficult to work into the system andthe de- 
sign of the display usually becomes a carryover from past display requirements. This 
procedure more often than not leads to a breakdown in man-machine communication 
with the standard solution being the development of better hardware. What is actually 
needed is more research on the qualitative and quantitative requirements of the man- 
machine system. When these types of analyses a r e  performed, it is possible to learn the 
exact type of employee behavior necessary to perform the job well. At this point the 
information needed to perform the job becomes obvious, and the design of the display 
becomes tied to the information requirements rather than to preconceived notions about 
display surface characteristics. 

This paper discusses some of the general data available in visual coding of 
information. It does not begin to approximate all of the considerations necessary 
for  display analysis. Instead, it is intended to provide an overview of the type of 
data available on one process-visual coding. Which part of this paper is relevznt will 
depend upon the particular job being considered. An illustration of this point is the use 
of color as a coding device. Colors may not provide a good coding scheme when the 
lighting is poor because the human visual system requires a certain level of illumination 
in  order to discriminate colors. 

In a situation where an observer was asked to judge a single stimulus of a partic- 
ular dimension, the data indicated that the transmission rate varied between two and 
three bits. This was approximately equal to the correct identification of seven different 
stimuli. These data included investigations which varied the following stimuli: pointer 
positions on linear scales - 3.1 bits transmitted; visual size - 2.8 bits transmitted; 
hue - 3.1 bit transmitted; brightness - 2.3 bits transmitted (References 1 and 2). In- 
terestingly, similar results have been obtained for investigations of audition, gustation, 
and olfaction (Reference 2). The transmission of two to three bits of information is not 
very impressive, and does not explain our ability to choose among several thousand 
words or  objects. Part of the explanation lies in our ability to use more than one 
dimension when making judgments. Indeed, the clearly two-dimensional judgments of 
a dot in a square led to a channel capacity of 4.6 bits, meaning that people could 
judge accurately any one of 24 positions in a square (Reference 3). It was  inter- 
esting to note that the use of extra dimensions did not result in an additive process in  
information transmitted. The one dimensional judgment of a position of a point .in an 
interval resulted in  3.25 bits transmitted. Performing this judgment for a two dimen- 
sion object like a square might be expected to result in  6.5 bits capacity. Thus, the ad- 
dition of the second dimension did improve performance, with the added consequence that 
there was a law of diminishing'returns in  operation. 

*Department of Psychology, University of Maryland, College Park, Maryland. 
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The human's ability to gain more information from multidimensional 
stimuli is related to the way that such stimuli are coded. When faced with large masses 
of unorganized data, an observer codes his information into categories or groups. The 
purpose of the coding scheme is to enable an observer to interpret a display quickly and 
easily. There are many different types of coding schemes, and their relative merits 
depend upon: 

a) 

b) 

e) 

A good summary of the various coding methods can be found in Table 1 (from Ref- 

The number of discriminable steps (such as the number of shapes that can be 
identified without confusion) in  a given coding method. 
The amount by which the code interferes with other codes and/or produces 
fatigue and distraction. 
The space required to display the information 

erence 4). 

There a r e  not many studies which have directly compared the coding schemes 
presented in Table 1. One excellent study, by Hitt (Reference 5), has compared five 
different coding methods (numeral, letter, geometric shape, configuration, and color) 
for five different tasks (identification, location, counting, comparison, and verification). 
The subjects were told that speed and accuracy were important, and the data were re-  
ported in  terms of mean correct responses per minute, (Table 2). 

In general, as can be seen from the data, the numerical and color codes were best 
for most tasks with the configuration code producing the poorest performance. Hitt 
pointed out that numerical coding was best for an identification task but that for the re- 
maining tasks there were no significant differences between colors and numerals. 

From Hitt's data and the summary table, it can be concluded that color and alpha- 
numerics provide two useful coding techniques. In many cases, color coding has been 
combined with previous associations to ease the learning process. For example, colors 
commonly used to describe physical hazards (e.g. red for fire, yellow for caution, 
green for safety, purple for radiation hazard) a r e  often used for visual displays. The use 
of color is limited by the visual attributes of the individual's sensory system (many 
males a re  red-green color blind), the brightness of the color, the size of the display, and 
the color of the light illuminating the display. For these reasons, color coding should 
be used with extreme caution. In other words, there appears to be ample evidence for 
the use of color as a coding device, but many variables must be examined to determine 
the appropriateness of color for a given situation. 

The number of combinations of letters and numerals for coding purposes is for all 
practical purposes virtually unlimited. Restrictions in  using letter and number codes 
a re  imposed by the space required and by the operator's ability to learn what the numbers 
and letters stand for. Numerals and letters should be designed for maximum legibility. 
Space restrictions and illumination should also be considered. The preferred numerical 
style (Reference 6) has the numeral width 3/5 of the height, except for the 4 which 
should be one stroke wider than other numerals and the 11 which should also be one 
stroke wider. A stroke should be 1/6 to 1/8 of numeral height. The letter style pre- 
ferred is the capital case since it is more visible than the lower case. The letter style should 
have a width 3/5 of the height, except for the 1 which should be one stroke wide, and the 
M and W which should be 1/5 wider than other letters, A stroke should be 1/6 to 1/8 
of the letter height. 

"'hi 

136 



Table 1 
Summary Table of Coding Methods 

(Baker & Grether, 1954) 

Code 
Dimension 

Number of 
Code Steps 

Numerals 
and Letters 

Geometric 

5 I 

Unlimited 

15 o r  more 

Good 

Good 

Number of coding steps un- 
limited. Requires little 
space if there is good con- 
trast and resolution. 

Certain geometric shapes 
are easily recognized. 
Little space required if 
resolution is good. 

Evaluation I Comments 

Fair 

Good 

Requires considerable space 
on display. 

Objects of a given color 
quickly and easily identi- 
fied in a field of various 
colored objects. Little 
space required, 

Fair Requires considerable space 
on display. 

Visual 
Number 

Length 

6 

4-5 Fair 

Angular 
Orientation 

Brightness 3-4 

Flash Rates 5 

Stereoscopic ? 
Depth 

- 

Limited number of usable 
code steps. Will clutter a 
display with many signals. 

Fair 

Poor 

Poor 

Fair 

95 percent of the estimates 
will be in  error by less than 
15". 

~ ~~ 

Limited number of usable 
code steps. Poor contrast 
effects will reduce visibility 
of weaker signals. Fatiguing. 

- 

Distracting and fatiguing. 
Interacts poorly with other 
codes. 

Realistic method of coding 
range or altitude. Requires 
complex electronic displays. 
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Task 

Identification 

Location 

Counting 

Comparison 

Verification 

The real  advantage of geometric figures relates to the ease of learning correct 
associations. It is important to have the shapes compatible with and associated with 
the coded objects that they represent. 

Coding Method 

Numeral Letter Shape C d o r  Config. 
13.64 13.02 12.53 12.34 11.77 

Color Numeral Letter Shape Config. 
8.46 7.42 7.25 6.94 4.03 

Numeral Color Shape Letter Config. 
12.60 12.22 11.49 11.11 7.07 

Numer a1 Color Shape Letter Config. 
6.85 6.72 6.56 6.33 4.76 

Numeral Color Shape Letter Config. 
10.01 9.95 9.50 9.05 6.60 

The other types of coding schemes presented in the summary chart have serious dis- 
advantages and should be used with extreme caution. Under certain circumstances, 
they may prove to be quite valuable. A good illustration of this fact is found when 
the visual mode is overloaded with alpha-numerics and a warning signal must be given. 
In that case a flashing signal which distracts attention could be the perfect stimulus to 
use. It should be noted that there a re  other types of stimuli besides visual signals which 
have been investigated and proven efficient for certain situations. For example, the use 
of an auditory signal as a warning device has proven to be useful in situations where the 
visual mode is overloaded and the noise level is low. 

There a r e  certain general principles which should be considered independently of 
the type of stimulus used. These include the following: 

a. 

b. 

C. 

d. 

The operator should be able to see all of the display from his normal viewing 
position. The plane at which the display l ies should betperpendicular to the line 
of sight. The distance of the display from the operator's eyes should be no less  
than 13 inches and no more than 29 1/2 inches (Reference 6). For greater 
distances, the display size must be increased. 
The arrangement of controls and displays must be standardized. If the controls 
and displays look alike, they should behave alike (Reference 7). 
When a number of displays appear on the same panel, each display should be 
located above its associated control with the display on the upper portion and 
the control on the lower portion of the panel. When rows of displays must be 
associated with columns of controls, the left should correspond with the top 
and the right with the bottom (Reference 6). 

Most visual codes a r e  symbolic. In order to use them efficiently, an operator 
must be trained. 
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In conclusion, visual codes can provide a useful technique for  presenting informa- 
tion. It is necessary to be extremely careful in  the choice of the proper technique. There 
are many other sensory coding devices and interactions between them which must be 
*examined carefully before a good choice can be made. This paper is not an  attempt to 
discuss all of the relevant issues. The purpose is to indicate that there is information 
available to help the engineer choose the correct display. 
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STRUCTURAL TRANSFER FUNCTIONS FOR THE ROSMAN-I ANTENNA 

INPUT 
CONTROLLER 

Yu Chen* and T. G. Toridis** 

ABSTRACT 

A dynamic model for the Rosman-I antenna structure is 
constructed by lumping masses to 13 appropriately selected 
points on the actual structure. When each mass is permitted 3 
translational degrees of freedom, a model with 39 degrees of 
freedom is obtained. A computer program is developed to gen- 
erate the natural frequencies and the modal shapes of the model 
and to calculate the response of the system due to inputs. 

It is found that the structural model possesses a frequency 
range of 1.03 to43.5 cps, which encompasses the experimentally 
observed frequency range. A transfer matrix is determined for 
the model with (39)3 transfer coefficients. Some response cal- 
culations to inputs are made byusingthe computer program and 
generating the relevant transfer coefficients in the computer. 
Results show reasonable agreement with experimentally meas- 
ured responses. 

Knowledge of the antenna structure is essential in studies of future large antenna 
designs. Studies using the dynamic characteristics of the antenna structure a re  generally 
oriented around control system principles. The antenna control system consists of 
various subsystems - the power amplifier, hydraulic drive, and the structure - inter- 
connected to from a servoloop. A simplified block diagram of a system is given in Figure 
1. When each block in the loop is described by its transfer function, the loop can be 
analyzed to determine the characteristics of the control system. It is the objective of 
this investigation to determine such transfer functions for the structure of the antennas 
for use in  the control system studies. 

"Rutgers University, N e w  Brunswick, N. J. 
**George Washington University, Washington, D.C. 
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The Rosman-I antenna is an X-Y mounted, ground-based antenna with an 85-foot- 
diameter paraboloidal reflector (Figure 2). A quadruped structure supports the radio- 
signal receiving elements at the paraboloid focus. A detailed examination of the an- 
tenna structure reveals several substructures: the foundation and the tower, the X-wheel, 
the Y-wheel, the reflector, and the feed support. 

In constructing a simplified mathematical model, each substructure may be repre- 
sented by one o r  more grid points or  lumped masses. These points may be chosen to 
coincide with certain key locations on the antenna such as the drive system, the X- and 
the Y-bearings, the reflector dish, or  the feedbox. After the model has been built, re-  
sults can be compared with experimental measurements recorded in actual on-site tests. 

The mass of the structure is lumped on 13 points. Since there is a translational 
degree of freedom along each of the x-, y-, and z-directions of a Cartesian coordinate sys- 
tem, a simplified model of 39 degrees of freedom is obtained (the x- and y-directions 
coincide with the directions of the X-wheel and the Y-wheel shafts, respectively,and z 
represents the vertical direction). Information regarding the selection of points and the 
mass associated with each point is given in Appendix A. 

In order to simulate the actual behavior of the structure in  the simplified model, 
the various masses would have to be interconnected by complicated springs. The de- 
termination of the proper connections is rather difficult if the simplified model is to 
closely simulate the actual structure at the higher frequency range. Since the static 
properties of the actual structure have previously been determined by the Martin Co. 
SB038 program, it is desirable to incorporate this information in the present investi- 
gation. This is possible by choosing key locations on the structure that coincide with 
the existing grid points used in the SB038 program. A small computer program is 
written to generate an influence coefficient matrix for the simplified model (39 x 39) used 
in this study frdm the tape that has the complete influence coefficient matrix of the struc- 
ture (645 x 645). This is accomplished by applying successive unit loads at each degree 
of freedom and allowing the program to compute the resulting deflections at all 39 points. 

The influence coefficient matrix obtained in  this manner is found to be unsymmetri- 
cal. However, in order to use a simple eigenvalue routine presently available in the GSFC 
computer library, the influence coefficient matrix has been forced into a symmetrical form. 
In addition, because the diagonal terms of the matrix do not always dominate, in magnitude, 
the off-diagonal terms, it has been necessary to reestimate some of the diagonal terms to 
improve the conditioning of the matrix. The resulting matrix is given in Appendix B. 

After the mass and the influence coefficient matrices of the simplified model have 
been determined, the differential equations governing the dynamics of structure may be 
written in matrix form as 

MX + D-lX = Q, 

or  

DMX + x = DQ, 
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Figure 2-Ramon-l antenna a t  zenith position 

143 



where M and D are  the mass and influence coefficient matrices, respectively X and X repre- 
sent the displacement and the acceleration vectors, respectively, and Q denotes the force 
vector. 

P re  multiplying Equation 1 by the transpose MT of M ,  and noting that MT = M ,  

MTDMX + @X = @DQ, 

or 

A X  + MX = MDQ, 

where A = MDM; A is a symmetrical matrix. 

NATURAL FREQUENCIES AND MODES OF VIBRATIONS 

The free vibrations of the system are  governed by the homogeneous equation associ- 
ated with Equation 2; namely, 

(3 1 A X  + M X = O .  

Let 

(4) X = +j s i n  w. t, j = 1, 2, * - e ,  N, 

where N is the number of degrees of freedom and wj and +J represent the jth natural 
frequency and mode of vibration, respectively. When Equation 4 is substituted into Equa- 
tion 3 and sin wj t is canceled from both sides, 

- w.2 A @  + M + j  z 0 .  (5) 

Premultiplying Equation 5 by (+ j )T  yields 

o r  

It can be shown (se'e, e.g., Reference l), that 

(q5j)T Mq5k = 0 for j f k ,  
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which is the orthogonality relationship existing between any two of the different modal 
vectors. 

If all the + j  column vectors are assembled into an N x N matrix @, 

n 

where 3 is a diagonal matrix whose diagonal elements a r e  successively w<, a:, . . . , 
%z. Equation 8 defines the eigenvalue problem, which is later solved numerically by the 
computer routine previously mentioned. 

FORCED VIBRATION 

The solution to the equation governing the forced vibration (Equation 2) is given by 

in which 5, is a scalar time function associated with the jth mode, and 
column vector whose elements a re  the 6,'s. Substituting Equation 9 into Equation 2 yields 

represents a 

Premultiplying Equation 10 by @T yields 

(PTACJF + @ M Q ~  = (PTMDQ. 

Let 

B = @ A @ .  (12) 

It can be shown that B is a diagonal matrix [ll.  Premultiplying Equation 11 by B-l ,  yields 

f + B - ~ @ ~ M @ &  = B - % ~ M D Q  (13) 
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This equation reduces, after some elementary calculations, to 

f + j ! C = @ - ' M - ' Q .  (14) 

The solution to Equation 14 depends on the nature of the force vector Q .  

TRANS FER FUNCTIONS 

Taking the Laplace transforms of both sides of Equation 14 and denoting the trans- 
formed variables by the same symbols as the original variables but with a bar yields 

and also 

Hence, 

and 

Substituting Equations 17 into Equation 15 results in 

When zero initial conditions are assumed and the properties of the Laplace transforms 
of the derivatives of a function are used, Equation 18 may be reduced to 

@-1 s2 f + j! 0-1 x = @-I M-1 0. (19) 

Equation 19 can be rewritten, by noticing that s2 is a scalar, as 

SZI @-I% + w2@-'x = @-'hP Q, - 

or 

(s21 +a?) @-'x=@-'K'Q, 

where I is the identity matrix. When a diagonal matrix z defined by 



is introduced, Equation 20 can be expressed in the form 

or  

For computer programming purposes it is desirable to avoid finding the inverse of the 
modal matrix @. Since from Equation 12 

consequently 

Since matrices z and B a r e  diagonal, their inverses can be found easily, 

Let 

I = B-l QT MD, 

and 

T = @ Z I I .  

Equation 23 reduces, after substituting Equations 24 and 25, to 

The structure of the T matrix can be developed by expanding the right-hand side of 
Equation 25; i.e., 

where t i j ,  +ik, and $Jkj are the elements of the respective matrices T ,  @, and I. 
Since the transfer function for a one-degree-of-freedom system is the function 

which, when multiplied by an input function, gives the output function, the matrix T (Equa- 
tion 26) is obviously the transfer matrix of the structural model. To evaluate a particular 
pair of output-input relationships 
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where the index j denotes all the input points. If zi is due to a single input at the 
j t h  coordinate, the summation sign over j drops out. 

Thus far the structural system has been assumed to be frictionless, and the analysis 
has been based on the undamped vibrations. An approximate analysis which includes damp- 
ing may be made by assuming that the system damping is very light. For this condition the 
modal analysis remains valid. In this case the transfer matrix is obtained by modifying z 

where 5, , C 2 ,  , . . , 5 ,  are  the modal damping coefficients for modes 1, 2, . . . , N re- 
spectively. 

NUMERICAL RESULTS 

On the basis of the above analysis, a computer program has been developed to 
calculate the natural frequencies, the modes of vibration, and the transfer matrix of 
the system. The natural frequencies and the modes of vibration obtained from the com- 
puter a r e  listed in Figure 3. The eigenvalues represent the values of a: or  the squared 
value of the circular frequencies. The corresponding frequencies, in cycles per second, 
can be found from 

w. 
f .  =A.  ’ 271 

A simple computation shows that the eigenvalues correspond to frequencies of 
1.03 to 43.5 cps. This range partially agrees with the experimentally measured fre- 
quency range. This may be evidence that the mathematical model constructed in this 
study has realistic dynamic behavior insofar as the frequency aspect is concerned. 
Generally speaking, the simulation of the modal shapes is not expected to give the 
same agreement as that in  the frequencies. A response calculation will be made to 
compare with available results of the experimental measurements. 

The transfer coefficients tik) = yik 4, obtained by using the computer program 
a re  shown in Figure 4. Since the iota1 number of transfer coefficients is N x N x N , the 
values listed a re  those associated only with the fundamental frequency wl. The complete 
listing of all the valueq of t i j  is available in  computer printout form at the Antenna 
System Branch of Goddard Space Flight Center. 
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EIGENVALUE NO. 1 = 0.41606855E 02 
EIGENVECTOR 
-%427E-02 0.61378168E-02 0.75857676E-03 0.47156435E-02 0.51422128E-02 0.92711081E-03 0.38282567E-02 0.16255552E-02 
-0m61708604E-03 0.87823366E-03 0.162282476-02 0.14038168E-03 0.76204967E-02 0.28392918E-02 0.320523141E- 4 -L0145153E6€-02 
0.89188892E-02 0.69380621E-05 0.72589798E-02 0.14703825E-01 -0.23547269E-03 0.14301590E-01 0.149197feE-Li C 3-324-42E-02 
0.37639046E-01 0.17896407E-01 -0.49338460E-02 -0.33005985E-02 0.95339906E-02 0.22226173E-04 h12445154E-01 Co157C2818E-01 

-0.60350998E-03 U.94899449E-02 0.15303484E-01 -0.15176263E-02 0.57311071E 00 0.31528994E-00 0.972088OEE- i 
- -. 

EIGENVALUE NO. 2 = 0 . 7 5 8 5 7 9 ~ ~  0 2  
EIGENVECTOR 
-0.98071045E-02 0.59558247E-01 -0.90543457E-03 -0.99149724E-02 0.61042193E-01 -0e17327492E-02 -0.38884884E-02 0*15614480€-01 

0.37674259E-02 -0.13200055E-02 0.15622148E-01 0.172884llE-01 -0.17445999E-01 0.30232649E-01 0.14194981E- .J 0,16239659E-02 
0.74512286E-01 0.93310896E-04 -0.16090232E-01 0.11539984E-00 -0.12884589E-02 -0.34426912E-01 ~.116273€1E- 3..88277671E-02 

-0.57691523E-01 Ue79659951E-01 0.10244548E-05 0.71043544E-02 0.88751132E-01 0.49265742E-03 -0.15294024E-:1 12902.t86-00 
---4525883€-02 -0e72701591E-02 0.126853946-00 -Oe14865999E-01 -0.39374733E-00 0.66847448E 00  0.1721592iE- - 

EIGENVALUE NO. 3 = 0.11089526E 03 
EIGENVECTOR 
0.27064084E-03 0.16160738E-00 0.71429315E-03 0.27626527E-01 

-0.22040464E-01 0.36658435E-02 0.38457571E-01 0.2Y661585E-01 
3e148lSG+2E-00 0.33272803E-03 0.40915098E-01 0.19351684E-00 

0.89353466E-01 0.i7864814E-00 0.84193633E-02 -0.16721807E-01 
-0.99850146E-02 0.37711270E-01 0.22273488E-00 -0.32705064E-01 

EIGENVALUE NO. 4 = 0.122521C7E 03 
EIGENVECTOR 

T.I12983&+OO -J.44211185E-01 -0.20080002E-02 0.11271220E-00 
-0.23451530E-02 0.10741047E-01 -0.92833313E-02 -0.15415648E-03 
-0e28099295E-01 0.19858871E-03 0.11770802E-00 -0.32119857E-01 

0.18038108E-00 -0.30619451E-02 -0.28682537E-01 -0-81608538E-01 
0.25759288E-02 0.13262576E-05 -0.40913482E-01 0.71U31110E-02 

TTGEWALUE NO. 5 = 0.22765797E 0 3  
FIGENVECTflR 

37415E-03 0.32698815E-01 0.52069471E 00 0.12938587E 

0.16165175E-00 
0.58437605E-01 

-0.30675647E-02 
0.19609089E-00 
0.14950383E-00 

-0,33227916E-01 

-0.23111016E-00 
-0.2C514443E-01 

0.34477748E-03 
0.13329098E-00 
0.24775402E-01 

0.43311813E-02 
0.83646980E-0 1 
0.41137783E-01 
6.1422054OE-02 

-0.44824563E-00 

6.16166644E-01 
-0.19884668E-0 1 

0.14683228E-0C 
-0.24479602E-04 

u.16733088E-OC 

0.33600497E-02 
-0.14970761E-OC 
0.17348665E-01 
b46457299E-02 

-0.12579525E-0L 

0.896331C5E-Ci C038472214E-01 
0.3002540EE--3 -G.862923<8E-02 
O118908755E-< CelM932316E-Jl 
6.3641234CE- G,22261412E-00 
L35327746E- I 

0.37476975E-01 -0.925785i8E-02 
Ie194549? tE-  J - 25526416E-01 

-0.320916CEE- 1 -io5J480848E-02 

-0.911320 85E-CZ 
0.15i3508t~-  - -c.4 4 8 6 4 e 6 ~ - ~ ' 1  

C.216145C4E-02 -0.397257EYE-31 
C.2811463EE-Ci -C  67644231E-02 
0.343983 lZE-Cb -C 25 70ei t4E-02 
Ce2435133tE-21 C 5520J906E 00 
C.62550551E- 1 

EIGENVALUE NO. 6 = 0.27718224E 03 
EIGENVECTGR 
Oe10722940E-00 0.55209408E-01 0.46322980E-01 0111160429E-00 -0.64959148E-01 0~17111951E-01  0.12435015E-01 0.84115878E-02 

-0.28720074E-01 0.23093347E-01 0.76203010E-02 -0.1*926276E-01 -0.18258363E-00 0.47790086E-01 L.57161447E- i -:. lu06i1?3E-0~ 
-lKS9%35lIE-ill U.91052940E-03 Oe13690977E-00 -0e18392257E-01 -0.30816160E-02 0.23413495E-0C -0.584364tiE-C1 -L.375875:9€-02 

0.14099269E OX 0.32862531E-OG -0.72199760E-01 -0.94147764E-01 -0.3378046UE-01 -01 19259726E-02 ~e23335212E- iO -0011739858E-00 
-0.¶&66479E-02 0.94846164E-01 -0e10561703E-00 0-17951897E-01 -0.12516949E-00 0065687536E-01 0.1020264GE-0. 

EIGMVALUE NO. 7 = 0.29869714E 03 
EIGENVECTCR 
-2F-l -U;46mlOE€-OO 0.23vBZZIvE-Ol 0.80047772E-03 0.32310747E-00 0.97058296E-02 0.26682454E-01 0-21J44Q51E-01 
-0.113440251-03 -0.34456351E-02 0.21176045E-01 -0.63465557E-02 -0.84599814E-01 0014824597E-OC 0.14342504E-.2 -0052487950E-02 
-bT63ZU433E-02 0.76687394E-03 -0.20292089E-00 -0.26452796E-02 0.28290304E-02 0.21468512E-0C -b.72714005E-Li -~.77536222€-02 
-0.21557575E-00 0.382385786-01 -0.63421067E-01 -0.66775706E-01 -0.11493647E-01 0.26405509E-02 0.24013648E- L C 20897532E-01 

Oe1O693986E-01 0.32191315E-00 0.16249925E-01 0.28135321E-01 0.54355360E-02 -0.10430059E-01 -0.176203CiE-Cl 

Tn;mvIFcmW. 8 = 0.30124167E 03 
EIGENVECTOR 
-0.46046688E-01 -0.69345076E-01 -0.13637817E-01 -0.45981117E-01 -0.34258427E-00 -0.52685775E-02 -0.1142852iE-C1 Co606141t6E-01 
-0.196761546-02 0.25999267E-02 0.60664015E-01 0.20501221E-01 0.48771838E-01 0.40864053E-0C -0.2533093iE- i i 369132-3E-32 
-0.18138005E-01 -0.33868057E-03 0.63698434E-01 0.34294913E-01 0.73086116E-02 -0.80096328E-01 0.440857EtE-CL -L 3374b3 i2E-01 
-0.49977965E-01 -6.49704286E-01 -0a93275202E-01 0.60932994E-01 -0.59U01987E-01 -0.10318250E-02 -0.88565911E- . 0 882583t lE-01 

0.25595937E-01 -0.12471785E-00 0.75372007E-01 0.64524289E-01 0.10437043E-01 -0.83268788E-02 -~.67389733E-:i 

EIGENVALUE NO. 9 - 0.34074771E 03 
EIGENVECTOR 
-0.10605978E-00 -0.34497362E-00 -0.21318026E-01 -0.10607875E-00 -0.74529521E-01 -0.11479481E-01 -0.500627itE-0i -Co27146471€-02 
-0.78606849E-01 -0.72642967E-02 -0.29275463E-02 -0.12681190E-01 0.48877160E-01 -0.12440248E-01 -0.70547654E- i C;38753171E-02 
-XlTGX533E-00 -0.23378482E-02 -0.45151596E-01 -0.11035366E-00 -0.1051445UE-02 0.89997501E-03 -t.l425566.€-GO -Ca415637iOE-OL 

0.20402540E-00 0.96918544E-01 0.10L44176E-00 0.12683746E-00 b.89153650E 00 0.44566058E-02 i.110856 SE- 1 - 45874552t-0C 
0.36099102E-02 0.58142265E-02 -0.30952916E-00 -0.14283347E-01 -0.13359457E-01 0.24434158E-01 -0.5014101tE- 

-EIGENVALUE NO. 10 = 0.34272581E 0 3  
EIGENVECTOR 

-TZE-00 -0.91489074E-01 -0.48307372E-01 -0.33000084E-00 0.18249695E-00 -0.19848100E-01 -C.1C50884.E-C 1 C.333186 3E-03 
0.241428C3E-01 -0.25500339E-01 -0.50167930E-03 0.71427840E-02 0.14563885E-00 -0.16969157E-02 -0.5660465iE-~L C 525339t9E-02 

-0.497384?7€-01 -0.12443611E-02 -0.16621660E-00 0.17838675E-01 -0.14005871E-02 0.36458073E-01 L205Y73EtE-  i - 3  63159840E-02 
0.81720769E 00 0.10928652E-OC -0.59204025E-01 0.41348756E-00 -0.28887697E-00 -0.81192562E-Oi 0.40098643E- L L 834806f7E-01 
0.32108288E-02 0.30723721E-01 0.57793660E-01 -0.15770640E-01 -0.34177364E-01 0.13922574E-01 ..278418CCE- 

TFGERV?ZUE NO. 11 = 0.40941392E 0 3  
EIGENVECTOR 
-0a50975154E-02 -0.26725031E-02 -0.34338986E-02 -0.17939842E-02 -0.21925016E-02 -0.45563558E-02 -I.460702liE-02 0.204934:5E-03 
0.13396348E-01 -0.22327507E-02 0.27080198E-03 0.285150176-02 0.71893407E-03 -0.14233872E-02 -<a7320621 iE -  i - e21678535E-03 
0.17704786E-00 0.Ul526191E-03 0.39496454E-02 0.72911354E-01 -0.1335415LE-03 -0.16589904E-01 5.285444i5E- -C 86392733E-O? 

-0.23584645E-01 0.32215374E-01 -0.30827234E-01 -0.30937193E-01 -0.92544266E-01 0.32940556E-02 b.218205C5E-Ci -0 11137486E 0 1  
73;2b441-468€-03 -*.12658889E-02 0.11583665E 01 -0~58374368E-03 0.24949055E-02 -0.45809194E-02 0.5465192iE- L 

EIGENVALUE NO. 12 = 0.41398474E 03 
EIGENVECTOR 
0.22376062E-00 0.46050031E-01 0.93884882E-01 0120821218E-00 -0.81168407E-02 0.96090878E-01 Je1642163iE-0 -0~329245 i9E-02  

-0.87625203E-01 Us81731964E-01 -0.25076789E-02 -0.72402266E-01 -0.40L50877E-01 -0.57411023E-02 0.10465355E- 1 -C 778054-7E-01 
- 0 . m B 2 7 E - 0 1  3.38239178E-02 0.64955280E-61 -0e92474874E-01 0.33242125E-02 0.15315956E-0C -0.256536@tE-CA C 2Yi90821E-OL 
-0.12146842E-00 -0.29335537E-OC -0.15024813E-00 O.AtJ090542E 01 0.2380052lE-01 0.27480809E-02 L-4388597tE- ~ - 48790617E-02 

0.20081265E-01 0.17430697E-01 0*70877004E-01 -0.22518502E-01 -0.42134225E-02 0.14148816E-01 -i.172313i4E-Cd 

EIGENVALUE NO. 13 = 0.57339258E 03 
EIGENVECTOR 
-0.64SlT5ZOE 00 0069036329E-03 0.19943966E-01 0.65457990E 00 -0.619867476-02 0.20800260E-01 0.3869087iE-CZ Cc185453?OE-02 
0.24840482E-01 0.26860679E-02 0.20223965E-02 0.2C995242E-01 0.41654270E-02 0.16964208E-03 0.217714CtE- - -0e88162457E-02 
Oal2752813E-01 0.49690511E-02 -0a75744465E-04 0.L3284990E-01 -0.23026131E-02 -0.1245621lE-0' -6.74490875E- ~ l l C 4 1 7 i O E - 0 1  

-0.63870074E-01 0.14528473E-00 -0.24107211E-01 0.38068221E-01 -0.77244943E-02 0.56447900E-02 0.209838~5E-L! -C,14245604€-01 
-0.12149153E-01 0.31709515E-01 -0~25556699E-01 0.25214215E-01 0.373191OOE-02 -0.317343886-01 i i21026471E- - 
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t n ; e a v n m .  1 4  = 0.58270378E 03  
EIGENVECTOR 

-;rT;W47634U€-Ol 0.10428378E-0C -0.18323985E-01 -0.12559033E-00 -0.94260582E-01 -0.29450447E-01 0.187943CCE-CZ -C*l, l51454E-01 
-0.62654126E-01 0.31045674E-01 -0.88120505E-02 -0.74646220E-01 -0.29654085E-01 -0.10034365E-01 -0.603764t4E- I -C 35876249E-02 

(re23213PB9E-01 -0.29010930E-01 0.38315625E-00 -0d9617275E-OU -0.56521595E-03 -0.11098777E-OC -C.l28619$CE < I  -0.25762641E-01 
-0.62332901E 00 0.12077256E 0 1  -0.17910319E-00 0.82770010E-01 -0.33665220E-01 -0.18148934E-02 ua10904897E 0 C.19064994E-00 
u.~rrsT6mE=m UGW326423E-Ob 0.17337095~-00 -0.27260166~-01 -0.81642187E-03 -0.19556433E-02 -0.2394355tE- a 

EIGENVALUE NO. 1 5  = 0.59831614E 0 3  

Oi27527718E-01 -0.12879365E-01 -0.48061953E-01 0.680161391-01 0.56601067E-01 -0.40586204E-01 -0.1332977iE-01 -0.75060754E-02 
-0.11704987E-00 -o. i5036734~-01 -0.83364440~-02 -0.53732439~-01 0 .9803 i r76~-0~  o . i 7 o i i 7 6 8 ~ - o i  - 0 . 4 6 4 ~ 4 9 i t ~ - . i  o 6 2 8 r 4 9 ~ 4 ~ - 0 i  - UW7575E-00 -0.17501754E-01 -0e28128463E-00 -0.14351878E 01 -0.28018097E-02 0.16163339E-00 -0.1254527Sf C 1  -0232593601E-01 

EIGENVECTOR 

Oe40214472E-00 -0.49052738E-00 0.25299819E-00 -0.10868899E-00 0.18601492E-00 -0.37980621E-02 -0.669802C4E 00 3.53482154E 00 
0.22363387E-01 -0-14649840E-01 0.66018284E 00 -0.532882238-01 -0.18474370E-01 0.53690951E-01 -0.534537StE-i9 

EIGENVALUE NO. 16  = 0.62787373~ 03 
EIGENVECTOR 

-U;61823791E-01 -G.Z0289002E-01 0.29127289E-00 -0.58125079E-01 0.16031887E-01 0.29142606E-00 -0.3C24793tE-Cl 0.285509tOE-01 
0.4J422838E-00 -0e16222731E-01 Oe2832093ZE-01 0.42723911E-OU 0.374558246-01 Ue82987510E-02 0.472389€1E-~O Co30 t3? l i 8E-01  

-0.943415516-01 0.98331861E-01 -0a12465800E-00 0.58085433E-01 0.18817142E-01 -0.59458097E OC -0.6008639fE 0 ;  Cz23279156E-00 
0.73914588E-02 Ur37788240E-09 0.26513124E-00 0.28709071E-Oi 0.25216639E-01 0.94286320E-01 -0.18517514E- - -0.21437577E-01 

-0.1801048OE-00 ue53547093E-01 0.14i66775E-01 0.414402926-00 0.10582467E-01 -0.83294880E-02 5.472684i~E- 

EIGENVALUE NO. 17  = 0.66985094E 0 3  
EIGENVECTOR 
0.196235a4E-00 -u.10550452E-00 -0.13828920E-00 0.13064979E-00 0.53613360E-01 -0.11128592E-OC 0.34590534E-01 0.2558414OE-02 

-0.56766603E-01 0.44095819E-02 0.21716823E-02 -0.10961993E-00 0.39108091E-01 0.15555444E-02 -3.1886865EE-0 I -ra77307445E-01 
0.19910944E-00 -u.49271996E-Oi -0.293366286-00 0.83804530E 00 0.21594074E-02 -0.1749047OE 01 -0.69839734E .C -Ce124637i2E-00 
0.26671886E-00 Um78930B27E 00 -0.88390116E-01 O.llJ681700E-00 -0.89543352E-01 -0.53931204E-01 -0.7225205;E - -0.809482tlE-01 
0.78949036E-01 U. 92655869E-01 -0.15376956E-00 -0.21790919E-06 0.29358522E-01 -0.24140797E-01 0~1525028CE-C. 

EIGENVALUE NO. 18 = 0.75459960E 0 3  
EIGENVECTOR 
0.43368915E-01 -0.12871977E-01 -0m23712101E-03 0.11419536E-01 -0.28400354E-02 0.51199408E-02 C.3757880ZE-02 0.555256C9E-02 
U. 32579468E-01 0.69385080E-02 0~56459551E-02 O.Zb441219E-01 0.11342134E-01 -0.14126923E-02 -0.1120831%E- 1 -i.20548428E-01 
5.11745505E-00 -U.25429866E-01 -0.47602324E-01 -0.19664051E 0 1  0.60177352E-02 -0.13267663E U1 ..1524179SE 01 -Ce21073324E-ul 
U.11967367E-01 Ue6133i252E 0. -0.67241964E-01 Oe47362024E-01 -0.26552874E-01 0.33870325E-0i 00251487e4E- C -Ca14794754E-01 
0.21963295E-02 ue18521626E-00 0.33341179E-03 0.94256622E-02 0.15976457E-01 -0.229575286-01 Oa1224446GE- 

EIGENVALUE NO. 19 = 0.10362227E 04 
ELGENVECTCIR 

0.445852:3E-01 -5.12323627E-00 -0.55855289E-01 0.93028909E-01 0.17753433E-00 -0e31703234E-01 0.243388?CE-01 0.401858e9E-01 
0.12213480E-00 -0.41125085E-01 0.37820406E-01 -0.13065866E-01 0.17705169E-01 0.12501232E-OA -%6348451?E-~ i - _  539489e4E-J2 

-0.17734984E 0 1  0.60891882t-02 0.48947428E-00 0.32373012E-00 -0.24919112E-03 -0.92374237E 00 0.735075tiE-CI -Q01>389075E-01 
Oe36433931E-00 -0.32362305E-0' 0.83984576E 00 -0116653815E-01 0.1493630X-00 0.81258835E-42 de78320U7SE C. CaZ8102938E-01 

-U.82635792€-01 -~.15237873E 01 0.19990189E-00 0.97991502E-01 0.10712949E-01 0.17599892E-01 -0.72319412E 1 

EIGENVALUE NO. 20 = 0.10901555E 0 4  
EIGENVECTOR 
0.45712195E-01 -0.20010603E-0' -0~21606297E-01 0.67948480E-01 Oe l1201642~-00  -0.30954095E-01 -0.12201738E-01 0.12350552E-00 

-U.12608736€-00 -0e47472796E-01 0.12156307E-00 OeY5921814E-01 0.27803278E-01 -0~43446265E-01 C.63326655E- A I. 36?278t9E-01 
0.25560451E 0 1  -0e19970344E-01 0.69990825E 00 -0a43924472E-00 -0.12109097E-01 0.67073174E-01 -0e3799375LE-CC Ce366791iOE-01 
Je146029r4E-00 UeL2375752E-01 -0.230526106-00 -0.36490995E-01 -0.177774566-00 -0.12294300E-01 -0.990836CCE-CZ C.17772172E-Ob 

-0.12758024E-00 -3.14474391E 01 -0.572452766-01 0.28381734E-00 0.63844930E-02 0.69656391E-0' -0.39520121E- .L 

EIGENVALUE NO. 2 1  = 0.12694551E 0 4  
EIGENVECTOR 
0.85397996E-02 S.63359088E-Oi 0.27661761.5-02 -0.15068427E-01 0.11191279E-01 -0.10313454E-OC 0.187261??€-. 1 0.75849152E O J  

-0.10287574E-00 -0~16418953E-01 0.75785279E UO -0.L3369637E-01 0.4U501031E-02 -0.83863880E-01 -6.2336055CE-CO C.23117140E-01 
-0.n919343E-00 -0.86744428E-02 -0e31045150E-00 0.86204678E-01 -0.62791910E-01 -0.17003118E-OC -C.7091165CE-C1 -i.134473%3E-01 

0.23368273E-02 -0.32528885E-05 -0.79838058E 00 0.14432445E-01 0~80686812E-01 -0~46229744E-02 0.96440241t-~1 -C.26941645€-02 
-6.11364304E-00 Oe15301317E-00 0.16778383E-01 0.22377163E 0 1  -0~40073339E-02 -0.30498324E-02 0.4024571CE-0u 

EIGENVALUE NO. 22 = 0.14610061E 0 4  
EIGENVECTOR 
'a;;42Jm212~-01 -o. i072ie83~-00 0 . 6 ~ 2 5 6 m o ~ - o i  0 .7 i i45865~-02 o.1013743+~-00 O . ~ ~ ~ O ~ Z E - O I  0 .988653m-o i  o . i s e i i 4 e 3 ~ - 0 0  

-0.84500776~ 00 -0.95975529~-02 0.15202215~ 01 -0.44354875~-00 - O . Z ~ ~ Z ~ ~ ~ B E - O I  0.1372201 r~ o 1 0.221509 I ZE-c ~ -c  a 4 5 8 6 7  i i ~ - o z  
0.89400104E 00 0.18309005E-01 0.16147958E-00 0.45816220E-00 0.77244679E-02 0.4734612381)? -0.32372316E- 0 -:,35097247€-00 

-0.38821166E-00 0.18473449E 0 1  -0e113i9579E-00 OeA3477536E-00 -0.56366079E-02 -0.30084053E-01 -0e10821058E 1 -C 24C729t7E-00 
-0.81432720E-02 -0.50201127E 00 -0.20293009E-00 -0.45842884E-01 -0.68442903E-02 0.10048600E-01 0.429098iSE-CO 

TTGENVALUE NO. 23 = 0.15190768E 0 4  
t IGENVECTOR 
-0.53178111E-01 -0120802853E-01 -0.185815532-00 9.34312701E-01 -0.43206877E-01 -0.98995566E-01 0.19832534E-06 0.786298C3E 00 
-0~48728306E-02 0.81452299E-0i 0.79062343E 00 -0.93676939E 00 -0.23277117E-01 -0.60901366E-01 0.37136183E-~ 0,68362355E-02 
-0e40186038E-01 -0e21149509E-01 0.34537555E-00 0.16633641t-01 -0.46196580E-02 0.29349293E-0C ~.3173952ZE-*. c.13e8:813E-01 

0.14706162E-03 U.87908699E 00 0e10713939E 0 1  -0e3361b347E-01 -0.llU48291E-00 -0.47823790E-01 -0e66734953E C -0aZ89054ESE-01 
-U;BBW4980E-01 0.57918436E 00 -0.18*33996€-01 -0.55187110E-01 O.lU205632E-01 0.14126042E-01 -0.215087StE .1 

EIGENVALUE NO. 24 = 0.17554041E 0 4  
EIGENVECTOR 
0.48231948E-01 -0.23699046E-01 -0.43531954E-00 -0.43236759E-01 -0.55649333E-01 0.94415925E-01 006388364iE C C  0~88390456E OC 
0.42192069E-00 Oe16515645E-00 0.89MO0198E 00 -0.61338355E UO -0.1544278OE-01 -0.21985603E-01 0.13879651E- f -C 49905086E-00 
V;84405748€-01 Ue32611571E-01 -0.45672809E-00 -0.1382312lE-00 0.94746947E-02 0.11648259E-00 -Oe21799421E-.C -LS47538"75E-OC 

-0e15467716E-00 -0e42302085E-0, 0.60889870E-02 9.ib314693E-01 0.16141266E-01 -0.542480686-02 0156003717E CC -0m273b9939E-01 
-0.36386406E-01 -0e48541363E-00 -0.23888852E-01 -0s13520468E 01 -0a16b30677E-01 -0e17357625E-01 

EIGENVALUE NO. 25 0.17901269E 0 4  
EIGENVECTOR 

L.24268255E C l  

0.88793630E-02 -13.54707353E-01 -0.39194085E-00 -0.35269670E-01 0.13573458E-00 -0.38292569E-00 0.23770934E-CC -0.52463006E O G  
-0.100849~6~ 01 o. i0637i40~-00 -0.51399621~ 00 - 0 . 5 ~ 5 9 r z i r ~  00 - o . i r ~ m 2 i ~ ~ - o i  0.26105557~-01 c .4981031~~-  - ~ 1 4 3 3 4 ~ i 7 ~ - 0 0  
-0.91425662~ 00 -0.42064369~-01 0.1707102r~ 01 -0.13566630~-01 -o.z04r2825~-01 o.r3824407~-01 c .16r92254~-  -0.9,15237~~-01 
-0.20604111E-00 0.46500491E-OC -0e15947712E 0 1  0.24832413E-03 0.63633659E-01 -0.81701764E-01 -0.4963259FE-C -Cr57471149E-01 

EIGENVALUE NO. 26 = 0.18662229E 0 4  

0069407132E-01 -U.Z1007445E-Ud 0.30762319E-Jl 0.52243575E 00 4J1221678ME-01 0.20244694E-01 0.103269CEE C I  

EIGENVECTOR 
0.16392160E-01 -0e47141325E-01 0.92860581E 00 -0.12985255E-01 0.41903601E-01 -0.321256566-00 -0e1394549EE C l  C.4~6769GlE-OC 

-0.89253422E-01 -u.75503444€ OU 0.33923535E-00 -0.9BO24429E 00 Oe67602818E-01 -0.34590391E-02 -0.17856361E- I C.78433451E 00 
-0.239076046-00 -0a12938615E-00 0.60455986E 00 -0.51152001E-02 -0.11985794E-01 -0.14553655E-OC -0.276799CiE-.i -0 78203810E-01 
-0.58783078E-01 -0e85280401E-01 -0.58250968E 00 0.80728804E-01 0.25899158E-01 -0.14530648E-01 ~ .4940202EE-C1  -0323340614E-01 

---8647533E-00 -Ue16317404E-00 -0s36290935E-02 -0-69031180E 00 -0.11649328E-01 0.35357731E-02 0.68875507E 
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EIGENVALUE NO. 27  = 0.20625701E 0 4  
EIGENVECTOR 
-0.16124329E-00 -0.68323216E-01 0.13964832E-00 -0.16326976E-00 0.74958660E-01 0.12257165E 0 1  0.29625203E-00 0.663574236-01 
-0.58796771E 00 0.52355419E 00 0.13064533E-00 -0.54390184E 00 -0.16501444E-01 -0.14428018E-01 -U.219767ttE- ~ c.18593Oi9E 1 
=V;Tz955495€-01 u.77288405E-01 0.15250273E 0 1  0.15654920E-00 -0.18048210E-01 -0.62073447E OC -0.9293505EE- 3 -1.47825151E-00 

0.65448523E-01 -0.45078459E-00 -0.22659338E-00 -0.27678746E-00 0.1166380UE-01 0.12196789E-00 -0.2230045SE-,J C07J397759E-01 
0.61800298E 00 0.16965146E-00 0.71913539E-01 -0.72513739E-01 -0-12243196E-01 0.17788056E-01 0.27425583E-C1 

EIGENVALUE NO. 28 = 0.28413494E 0 4  
EIGENVECTOR 
-K3UI27999E-01 0.17632927E-01 -0.768022296-01 0.318353668101 0.11033963E-01 0.17498145E-02 -0.3065822tE-00 -0.23762873E 01 

0-396726938-00 U.28614633E-00 0.22749359E 01 -0.14712806E-00 0.12955147E-01 0.72787738E-02 0.24652435€--1 E.35797635E-OC 

-U.38752162E-02 0.17008412E-00 -0.315208726-00 0.196865678-01 0.17149278E-01 -0.19317350E-01 0.8051407tE-Ci -Ce28962847E-01 
-71.50896094E-02 -0.16812117E-00 -0.26765389E-01 0.31947003E-01 0.26127951E-02 -0.4453467OE-02 -0.7970267EE-Li 

-0.49615fr98~-01 - ~ . i i 8 4 9 9 0 6 ~ - 0 1  -0.44264691~-00 - 0 . 3 9 i 2 9 ~ 0 4 ~ - 0 a  0.917649a3~-02 0.13267909~-00 0.59636144~-ci o 87782980~-01 

-E NO. 29 = 0.29499044E 0 4  
EIGENVECTOR 

-99b626E-00 -0.13179897E-00 0.54588502E 00 -0*i4727010€-00 -0.70535390E-01 -0.32668936E-OG 0.104245 5 5 E  0 1 0.56 377241E-0 1 
-0.12515747E 0 1  -0.63232025E 00 0.95076857E 00 0.12528184E 01 -0~48407676E-01 -0.67902008E-01 -0.94238472E-Li -Ge15754117E 0 1  

TeXD314918E-00 -U.48289838€-01 0.22755451E 0 1  0-21286877E-00 -0.27618177E-01 -0.68955551E OC -0.2376395tE- i -~,~50138115E 00 
0.48354388E-01 -0.911140996 00 0.147025968 01 -0.56706657E-01 -0.10363044E-00 0.21178371E-01 -0e31122274E-~ i  C,141896t7E-00 

b -0*44U35*37€-0(I 0.85606109E 00 0.14143139E-00 -0.52651046E 00 -0.13276463E-01 0.23066368E-01 Ue388886CfE-.. 

RCENVALUE NO. 30 = 0.31578216E 0 4  
EIGENVECTOR 
-0.5Z190883E-01 0.33163501E-01 0.30764341E-00 -0q96358743E-01 0.19978188E-01 0.41183361E-01 Ce80427735E C C  -0.,95895746€ OC 

0.61311773E 00 -0.50071023E 00 -0.71998511E 00 -0.18802164E 0 1  -0.54903788E-02 0.12703675E-00 -0.2304665iE-Cb --.12924871E 0 1  
0.B5EXW6E 00 0.11876317E-00 0.491744736-00 0.3Y174584E-01 -0.14439276E-00 -0.30892396E-01 0.20075731E- 1 c.11790712E 01 

-0.86240695E-01 -0.35948008E-01 0.27286411E 0 1  0.i7311183E-01 -0.53071496E-01 0.16429251E-0C 3.294139t5E- 1 C.877153cbE-01 
-0.76665558E-01 U.1319558OE-00 0.31155351E-01 0.12849359E 0 1  -0.14778733E-01 0.42903950E-02 0.12114674E C: 

EXGENVALUE NO. 31 = 0.34575645E 0 4  
EIGENVECTOR 
~ T 5 B ~ l E - 0 0  -0.11816850E-00 -0.39783755E-00 0.95410430E-01 -0.13257760E-00 C.36721150E-OC -0.17765383E 
-0.16886548E 0 1  0.16597209E-00 0.11352583E-00 0.33851253E-00 0.31229531E-01 -0.52586431E-01 0.14551171E- 
-0.76515225E-01 0.22269028E-00 -0.83478444E 00 O.lU565063E-00 -0.18U20277E-00 0.97434989E 00 Le442475i lE-  
-0e32167861E-00 0.14947321E 01 0.29686370E 0 1  0.31906059E-00 -0.26585685E-00 0.79148088E-01 -0.3791063EE- 

0.93833246E 00 -0.42301204E-00 0.31881044E-01 0147374447E-00 -0.12332663E-01 0.79536488E-02 &1400955UE 0. 

€ m A L U E  NO. 32 = 0.42399381E 0 4  
EIGENVECTOR 
-0.24721623E-01 0.73946143E-01 -0.26299464E-00 0.13768614E-01 0.10995043E-00 0.25041814E-00 -0m687404C4E O C  0.24742952E-02 

u.86175537E 00 -0.13941194E 0 1  0.20977455E-00 -0.56432615E-01 -0.54341804E-u1 -0.97803594E-u2 u.1321322iE- -Ca276Ci4E57E Oi 
0.20074522E-00 br.75317784E 00 0.10539019E 01 -0.46505313t-01 -0.97943455E-01 -0.57145224E O C  -0a26320934E- ~ -C.8Jtb27:7E OC 
0.26876298E-00 -0.10500076E 01 -0e12272781E 01 -0e48903687E-01 0.14865202E-00 0.66418459E O C  3111956645E- C 41338850E-dl 

T 3 5 1 5 2 3 1 3 E  01 0.38741327E-00 0.23771163E-01 0.63588096t-01 0.57109859E-02 Ua39748390E-02 -0.8073040tE C 

EIGENVALUE NO. 33 = 0.52757567E 0 4  
EIGENVECTOR 
-V.39726041€-01 -0.29183947E-01 -0.61822882E 00 -0e29828875E-01 0.11619955E-00 0.86547163E-01 -0.23837154E 01  0.31579510E-01 

0.11018312E 0 1  0.19279772E 01 -0.16453223E-00 -0.57251517E-01 -0.91060022E-01 0.46550111E-01 -0.586561CIE- I -..ZU8018i5E 0 1  
0.60866959E 00 -0.85619280E-01 0.29509482E 0 1  0.67968261E-01 0.20005296E-00 -0e10427506E 0 1  -0.366416tOE- 0 -C.44945958€-00 
026639301E-00 -0.20819822E 0 1  0~44624285E-00 Oei6827021E-00 0~11972659E-00 -0.382575i8E-OC 0.20985551E-C CallE95434E-06 

-0.19567601E 0 1  0.12945800E 0 1  0.84779639E-01 0.13672908E-00 -0e82609714E-03 0.65419172E-02 S.6282793~E-Cl 

EIGENVALUE NO. 34 = 0.64358766E 0 4  
EIGENVECTOR 

0.84359398E-02 -0.74775595E-01 0.36873600E-00 -0e92490918E-02 0.14792392E-01 -0.13093352E 0 1  0.1355081iE-OC Ca37C63655E-00 
0.48876010E-00 0.24683148E 0 1  0.16066068E-00 0.45751463E-00 0.10063138E-01 -0.99275736E-U2 ~ e 3 8 1 1 9 3 1 t t -  0.26378515E 0 1  
0.38721082E-00 0.61987006E 00 0.11989098E 01 0148727868E-03 -0.97714666E 00 -0.28412642E-00 -0.71455276E-.~ - 23548597E 0 1  
0.83051851E-01 -U.59558733€ 00 0.14343109E 0 1  0.16167338E-00 -0.42620602E-01 0.13437616E 01 0~1415332EE-C C-25723825E-01 
0.28652896E 01 0.29255136E-00 -0.87494795E-02 -0.87313148E-01 -0.46317147E-02 -0.35233982E-02 0.89277641E C 

m N r A L U E  NO. 35 0.11979070E 05 
EIGENVECTOR 
-0.27899997E-01 -0.55898581E-01 -0.25798781E-00 -0.21892405E-01 -0.32928755E-01 Oa56090084E 00 -0.28783544E-OC Oo24195C51E-@0 
-0.10489574E 01 -0.99424805E-01 Oe24824361E-00 -0.25538261E-00 0.10935974E-01 -0.19391541E-01 -Le22625375E- -0 24C26332E d l  
-0.61447199E 00 0.15999838E 01 -0.63630914E 00 -0.14108927E-01 -0.96491823E 00 -0.52874074E-02 0~47521121E-. l  C239567841E 01 

0.10254008E-01 0.46043257E-00 -0.20014271E 0 1  -0.18802058E-00 -0.68001803E-01 0.49356924E 0 1  -L*312732EAE- 0 -s.41374 .BE-Ul 
--547E 61 -6-34854557E-00 -0.55U91493E-01 -0a85841328E 00 -0.37385055E-02 0.11276936E-01 -0e7194420iE .L 

EIGENVALUE NO. 36 = 0.14104619E 05 
EIGENVECTOR 
0.12457131E-02 -0.11499470E-OC -0.53988293E 00 -0a370412396-02 -0.77172880E-01 0.58970032E O C  -.3.43927934€-0' Oe62553934E 00 

-U*62272319E 00 -U.l0156088E 0 1  0.68679812E 00 0.440807096-00 -0e46709928E-01 -0a36733067E-01 -0.951893t76- 1 -00557367€3E OU 
=U;53055571E-00 0188603465E OU 0.93465241E 00 -0e34963798E-01 0117701515E-00 -0.49621818E-OL -0.1380354EE-CC 5 1 ~ 5 1 6 9 1 4 E  0 2  

0.89316445E-01 -0.64588676E 00 -0.10021245E 0 1  -0.18188771t-01 0.48455099E-02 -0.29902326E 0 1  0.14555475E- C040s88369E-02 
0.68908965E 00 0.24353326E-00 0.50068431E-01 -0.92668749E 30 -0.49507iZUE-02 -0.59471293E-0: 0.170140S3E-C: 

EIGENVALUE NO. 37 = 0.19881830E 05 
EIGENVECTOR 

-1T.33118033E-00 0.22641435E-01 -0.22784526E 0 1  0.3U553806E-00 -0.64427853E-01 -0.26224382E-0C -0a6462225EE C, -1.246426.0E-0 
0.13644983E 0 1  -0.44128617E 01 -0.63067704E-03 0.11048775E 01 -0e17728113E-00 0056532901E-01 GdJ48631f lE-  .: Ca7>611?COE 0 1  
0.74373260E 00 -0.75120542E 00 0.31069461E 0 1  O.ri912083E-00 -0.46241192E 01 -0.14057350E-OC -0.1091473~E- L -L  1608516iE-0- 
0.82353596E-01 -U.11845379€ 0 1  0.25627243E 0 1  0.94906937E 00 -0m39557232E-01 Oel l880146E 0 1  u.45421574E- -CS115275E7E-01 

-0.15947602E 01 0.18115476E 0 1  -0.59467475E-01 0.*8883405€-00 Oe8323469UE-02 -0.12757156E-01 3.1224085. E i 

m m r V a L u E  NO. 38 = 0.34170587~ 05 
EIGENVECTOR 

0.79005421E-01 0.13964687E-01 -0.288671706-00 0.73567981E-01 -0.53129631E-02 -0a47739435E-0C 0117347647E-OC -3.13755 17E-00 
0.16597412E-00 -0.67381359E 00 -0e10290185E-00 0.4*466201E-Oi -0e18835088E-01 0.10576711E-01 -311C8518 .€E-%. -2663.633E U 1  
0.252523u9E-00 u.18126llZE 0 2  0.53723286E 00 -0.10915760E-0u 0.62834854E 0 1  0.50009280E-01 G.2073393EE-Cl -C  19i282.3E 0 1  

-0*53059485E-01 0.14281195E-00 0.73039977E 00 0.22650141E-00 -0e20756454E-01 -0.61525411E UL ,',424635:1E- L Lu1501r6c7E-01 
- V ; m W 9 7 9 E  01 0.30914289E-00 -0.11254890E-01 0.18221640E-00 OS23620216E-02 -0.73471382E-03 0.2734792:E-CU 

EIGENVALUE NO. 39 - 0.74040363E 05 
EIGENVECTOR 
0.16985650E-00 -0.12205906E-01 -0.12198363E 0 1  0.16032514E-00 -0.14853740E-01 -0.35667642E-0C -Ca442320et€-CC 0012447178E-02 
O.47700867E-00 -0el8784208E 0 1  0.21810809E-00 0.62068500E 00 -0.99322972E-01 -0.93787425E-02 -0.7368457iE- 2 t.40537840E 3 1  

V e m 5 6 6 3 0 E - 0 0  -0.94259172E 01 0.20744830E 01 0~18980616E-00 0.25631459E 02 0.95019442E-6 1 i e 7 3 4 7 2 4 F i E - ~ ~  252809 .ZE 1.'. 

0.10186975E-00 -0.61226674E 0' 0.20604105E 0 1  0.54551234E 00 -0s66658618E-01 0.30813444E 0 1  0.1925955?€- C Ca678518.UE-G2 
0.74757759E 00 0.90602553E 09 -0.32091212E-01 0.54723641E 00 -0.50494703E-02 0.14569248E-02 0.1243833EE 1 

Figure 3-Eigenvalues and  eigenvectors  (Continued) 
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OEGREE OF FREEOOM NOe 1 
0054125E-06 0e70006E-06 0.86519E-07 0053785E-06 0.58650E-06 0.10574E-06 0.20853E-06 0.18540E-06 
-0.703E6E-7n 0010017E-06 Oe18509E-06 Oe16007E-07 0e86916E-06 0032384E-06 0036544E-08 -0.16318E-06 

0.10173E-05 0.78754E-09 Oe82793E-06 0016770E-05 -0.268346-07 0016312E-05 0.17017E-05 0011776E-06 
0.42929E-05 0.20412E-05 -0154345E-06 -0e32460E-06 0.10874E-05 0025342E-08 0.14194E-05 0~17910E-05 

-0.67864E-07 0.108246-05 0.17454E-05 -0m16514E-06 0e65366E-04 0.35961E-04 0~11087E-05 

DEGREE OF FREEDOM NO. 2 
-37fUU06E-Ub 0090547E-06 0.11190E-06 Oe695666-06 0~75859E-06 Oe13677E-06 0.2697lE-06 0.23980E-06 
-0.91038E-07 0-12956E-06 0023940E-Ob 0.20704E-07 0~11242E-05 0.41885E-06 Oo47267E-08 -0aZllO5E-06 

0.13157E-05 0.10186E-08 0.10709E-05 0.21691E-05 -0.34682E-07 Om21098E-05 0.22010E-05 0.152316-06 
0.55525E-05 0-26401E-05 -0.70291E-06 -0.41984E-06 0.140656-05 0.32778E-08 0.18359E-05 Od3165E-05 

-0.87776E307 0.14000E-05 0.22576E-05 -0~213606-06 0.845466-04 Oe46512E-04 Oo1434CE-05 

DEGKEE OF FREEDOM NO. 3 
0086520E-07 0.11191E-06 0.13830E-07 0-859776-07 0.93754E-07 Oe16903E-07 0.33334E-07 0.29637E-07 

-0.11251E-07 0.16013E-07 00295886-07 0e25588E-08 0.13894E-06 0.51766E-07 0e58417E-09 -0s26V84E-07 
001626lE-06 0e12589E-09 0.13235E-06 Oe26808E-06 -0e42863E-08 0m26075E-06 0.27202E-06 0.18824E-07 
0068624E-06 0032629E-06 -0a86873E-07 -0m51888E-07 0.17383E-06 Oe40511E-09 Oe2269UE-06 0.28629E-06 

-0.10848E-07 0017302E-06 0.27901E-06 -0.263996-07 Om10449E-04 0.57484E-05 0.17723E-06 

DEGREE OF FREEDOM NO. 4 
0.53785E-06 0.69567E-06 

-0e69944E-07 0.99542E-07 
0.10109E-05 0e78259E-09 
0.42660E-05 0.20284E-05 

- ( T . m 8 € - 0 7  0.15756E-05 

DEGREE OF FREEOOM NO. 5 
0.58650E-06 0075860E-06 

-0.76271E-07 00 10855E-06 
0.11023E-05 Oe85338E-09 
0.4651%-05 0022118E-05 

-0e73538E-07 0.11729E-05 

0.85976E-07 0153447E-06 0.58282E-06 
0.183936-06 0e15907E-07 0.86370E-06 
0~82273E-06 0.16665E-05 -0e26646E-07 

-0.54004E-06 -0032256E-06 0.10806E-05 
Oe17345E-05 -0e16411E-06 0e64956E-04 

0.93753E-07 0e58282E-06 0.63554E-06 
0.20057E-06 0.17346E-07 0.94183E-06 
0.89715E-06 0.18173E-05 -0.29056E-07 

0.18914E-05 -0.17895E-06 Oe70832E-04 
-0.58889E-06 -0.35174E-06 O.il783E-05 

DEGREE OF FREEDOM NO. 6 
0e10574E-06 Oo13677E-06 0el6903E-07 Oal0508E-06 0111458E-06 

-0113751E-07 Oe19570E-07 Oe361616-07 0.31273E-08 0.16981E-06 
VaI987GEiU6 0.15386E-09 Oel6175E-06 Oe32764E-06 -0e52386E-08 
0.83870E-06 0a39878E-06 -0e10617E-06 -0.63416E-07 0.21244E-06 

-0m13259E-07 0.21146E-06 Oe34100E-06 -0e32264E-07 0012771E-04 

XEIXEF7FTREEDOM NO. 7 
0020852E-06 0026971E-06 0e33333E-07 0020721E-06 0122596E-06 

- .  - - 7 0.7TIsIE-68 U;;6ImT€-Q8 O.53486E-66 
0039191E-06 0.30341E-09 0131897E-06 0e64611E-06 -0.10330E-07 

-0.26146E-07 0~41700E-Ob 0.67245E-06 -0.63624E-07 0e25183E-04 

e 38 

CL m m E - 0 5  TJ078640E-t)6 -0.20937E-06 -0. 125066-06 0.41894E-06 

OEGREE OF FREEDOM NO. 8 

-0e24111E-07 0034313E-07 0163404E-07 0.54833E-08 0129773E-06 
~ 0.34846E-06 0.26977E-09 0e28361E-06 0.57447E-06 -0e9185lE-08 

Oe14705E-05 0e69921E-06 -0e18616E-06 -0.11119E-06 0.37249E-06 
- 3 i 2 3 2 4 7 E - 0 7  0031077E-06 0o59790E-06 -0e56570E-07 0e2239lE-04 

U. r a m ~ t - f m a ; T J P 8 5 E ; W  Ui29637E-07 O.ltR24E-06 Pe20091E-06 

0.105086-06 0.207226-06 0.18424E-06 
0.32180E-06 0-36315E-08 -0.16215E-06 
0e16209E-05 0.16910E-05 (1.11702E-06 
0.25183E-08 0e14105E-05 0.17797E-05 
0.35735E-04 0.11018E-05 

Oe11458E-06 0.22596E-06 0.20090E-06 
0135091E-06 0e39600E-08 -0.17682E-06 
0.17676E-05 0018439E-05 01 12760E-06 
0m27461E-08 0*15381E-05 00194076-05 
0.38967E-04 0.12014E-05 

0.20658E-07 
0.63267E-07 
Oe31868E-06 
0.495 ll E-09 
0.70256E-05 

0140738E-07 
Oe12476E-66 

0e97636E-09 
Oe13854E-04 

0.62844E-06 

0e36222E-07 
0.11093E-Ob 
Oe55876E-0 6 
0.86811E-09 
0.12318E-04 

0.40739E-07 0e36222E-07 
0.71396E-09 -0.31880E-07 
0.33245E-06 0.23036E-07 
0.27732E-06 0.34990E-Ob 
0.21661E-06 

0e80338E-07 Oell43OE-07 
0; 14a79E- - 0 i b Z ~ E ~  
Oe65560E-06 0.453676-07 
0.54686E-06 0e69000E-06 
0.4271 5E-06 

0.71431E-U7 0e63510E-07 
0.12518E-08 -0.55896E-07 
Oe58291E-06 0.40337E-07 
0.48623E-06 0061350E-06 
0.37979E-06 

D E G R E E O P K N O .  9 
-0e70383E-07 -0.91035E-07 -0e11251E-07 -0.69941E-07 -0.76267E-07 -0e13750E-07 -0.27116E-07 -0.24109E-07 

Q.915ZEE-08 -0.13026E-07 -0.24069E-07 -0e20816E-08 -0e11302E-06 -0.42111E-07 -0e47521E-09 0.21219E-07 
-0013228E-06 -0.10241E-09 -0e10766E-06 -0e21808E-06 0e34868E-08 -0.21211E-06 -0e22128E-06 -0e15313E-07 

-'u.Z!i82&€-06 -002'6543€-06 0.706706-07 0e42210E-07 -0.14140E-06 -0m32955E-09 -0el8458E-06 -0e23289E-06 
-0.22697E-06 Oa21475E-07 -0e85001E-05 -0e46762E-05 -0s14418E-06 0.88249E-08 -0.14075E-06 

OEGREE 02 FREEOOM NO1 10 
0e 10017E-06 0e12956E-06 

-00 K302bE-07 Oe18538E-07 
0.18826E-06 0.14575E-09 
0.79449Ey03 Oe37776E-06 

-0e12560E-07 Oe20031E-06 

OEGREE OF FREEDOM NO. 11 
01 18509E-06 0e23940E-06 

-0a24070E-07 0- 34256E-07 
00347886-06 0~2_6932€-09 
0.14681E-05 0.69803E-06 

-0e23208E-07 0137015E-06 

0.16012E-07 0.99539E-07 
0.342556-07 Oe29625E-08 
Oe15322E-06 Oe31037E-06 

-0.10058E-06 -0e60U73E-07 
0.32302E-06 -0.305636-07 

Oe29587E-07 0e18393E-06 
0.63297E-07 0a54741E-08 
0.28313E-06 Oe5735lE-06 

-0118585E-06 -0e11100E-06 
0.59689E-06 -0e56475E-07 

0.10854E-06 
0.16085E-06 

-0e49624E-08 
Oe20124E-06 
0.12097E-04 

Oe20057E-06 
0.29723E-06 

-0e91697E-08 
0.37187E-06 
0.22354E-04 

00 19569E-07 
0.59932E-07 
Oe30188E-06 
0.4690lE-09 
0. b6552E-05 

0e36161E-07 
0011074E-06 
0055782E-06 
01 86665E-09 
0e12298E-04 

Oe38592E-07 
0.67632E-09 
0.31493E-06 
0e26270E-06 
0.20519E-06 

0.71311E-07 

0.58193E-06 
0.48542E-06 
0.37915E-06 

0.12497E-08 

01 34312E-07 
-01 30199E-07 

0.21793E-07 
0e33145E-06 

0- t3403E-07 
-0s  558G2E-07 

Oe40270E-07 
Oe61247E-06 

DEGREE OF FREEDOM NO. 12 
0016011E-07 0020710E-07 P.25594E-08 00159llE-07 0.17350E-07 0e31281E-08 0061687E-08 0.54847E-08 

-0020822E-08 0029633E-08 - 0*547?5E-08 0.473_5+€-09 0e25712E-07 Oe95798E-08 O.lO8llE-09 -90 48272E-08 
0030093E-07 0*23Z99fE-ab de2K9- L49611E-07 -0ef9322E-09 0e48254E-07 0.50340E-07 0.34835E-08 
___- 0012700E-06 0.60383E-0_f -0.16077E-07 -0e96023E-08 0032168E-07 0.74969E-I0 0041991E-07 0.52981E-07 
-0e20076E-08 0032019E-07 Oe51634E-07 -0.48853E-OB 0e19337E-05 0010638E-05 0032799E-07 

Figure 4-Transfer coefficients 
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- 
DEGREE OF %REEOOM NO. 13 
0. 86917E-06 0011242E~05 0. 13894E-06 0. 86371E-06 0094183E-06 - - Ob 0016086E-06 0 . 2 m  - 6 m x = 0 1 -  CGI395lE-05 
0116336E-05 0.12647E-08 0-013295E-05 0026931E-05 -0043059E-07 

0 . 8 9 3 8 E - 0 5  -06;32ffBFd5 -0e8727-1Ez06 -0.52125E-06 Oml7462E-05 
-0wl0898E-06 0.17381E-05 0.28029E-05 -0026520E-06 0010497E-03 

DEGREE OF FREEDOM NO. 
0.3238V€-W 0.41886E-Va 

-0.42113E-07 0059934E-07 
0060864E-06 0047120E-09 
0025685E-05 0.12213E-05 

-0040604E-07 0.647616-06 

-DR;REE OF FREEOOH NU. 15 
0.36558E-08 0. 47285E-08 

-0047541E-09 0067659E-09 
0068709E-08 0053193E-11 
0028996E-07 0.13787E-07 

-U.45838E-09 0073107E-08 

0.51766EibT- 0. 32IBfE-66 0.35033E-06 
0011074E-06 0095775E-08 0052003E-06 
0049537E-06 0.10034E-05 -0016043E-07 

-0.32516E-06 -0.19421E-06 0.65062E-06 
0010443E-05 -0098808E-07 0039110E-04 

0e58438E-09 0036328E-08 0039614E-08 
Oe12502E-08 0010812E-09 0.58706E-08 
0055921E-08 0.11327E-07 -0.18111E-09 

-0036707E-08 -0.21924E-08 0.73447E-08 
0011789E-07 -0ol l l54E-08 0.44151E-06 

0.16980E-06 0.33486E-Ob 0.29773E-06 
6.526a3E-66 605868T-08 -0. 26204E-06 
0026194E-05 0027326E-05 0. 18910E-06 
0040696E-08 0e22794E-05 0028760E-05 
0057747E-04 0. 17804E-05 

O.6326W-a7-~. f24i7~-06 0. i i 0 9 3 ~ - 0 6  
0019376E-06 0.21865E-08 -0097632E-07 
0097597E-06 0010181E-05 0. 70456E-07 
0. 15163E-08 0084928E-06 0010716E-05 
0021516E-04 0066337E-06 

007142lE-09 0014085E-08 0.12523E-08 
0021873E-08 Oe24683E-10 -0. 11022E-08 
0011018E-07 0e11494E-07 Oa79536E-09 
0017117E-10 0.95874E-08 0012097E-07 
0e24289E-06 0074887E-08 

DEGREE OF FREEDOM NO. 16 
-0016556E-06 -0021414E-06 -0026465E07 -00164526-06 -0~17940E-06 -0032344E-07 -0.63784E-07 -0056711E-07 

-0031116E-06 -0024089E-09 -0.25325E-06 -0e51297E-06 0.82019E-08 -0.49895E-06 -0e52051E-06 -0e36019E-07 
-0m13131E-05 -0062436E-06 0.16623E-06 0.992876-07 -0033262E-06 -0077518E-09 -0043418E-06 -0.C4782E-06 

0021530E-07 -0.30640E-07 -0~56616E-07 -0.48963E-08 -0.265866-06 -0099055E-07 -0011178E-08 0.499i3E-07 

- 0.20758E47 -0033108E-06 -0.53389E-06 0050514E-07 -0.19994E-04 -0.11000E-04 -0033914E-06 

DEGREE OF FREEDOM NO. 17 
0010173E-05 0.13157E-05 0.16261E-06 Ow10109E-05 0.11023E-05 0.19874E-06 0.39192E-06 0034846E-06 

-0013229E-06 0018827E-06 0034788E-06 Oa30085E-07 0.16336E-05 0060864E-06 0068683E-08 -0030668E-06 
0019119E-05 O.148UlE-08 0015561E-05 0.315196-05 -0.50396E-07 0.30657E-05 0.319826-05 0.22132E-06 
0080684E-05 0.38363E-05 -0.14214E-05 -0.61007E-06 0.20437E-05 0047630E-08 0.26678E-05 0.33661E-05 

-0.12755E-06 0.20343E-05 0.32805E-05 -0.31038E-06 0m12285E-03 0067587E-04 0.20838E-05 

DEGREE OF FREEDOM NO. 18 
00791336-09 0010235E-08 0e12650E-09 0078636E-09 0085749E-09 0015460E-09 0.30487E-09 0.27107E-09 

-0010291E-09 0e14645E-09 0e27061E-09 0023404E-10 Uel2708E-68 004734bE-09 0.53429E-11 -0e23857E-09 
0014873E-08 0011514E-11 0.12105E-08 Oe24519E-08 -0039203E-10 0023849E-08 0.24879E-08 0017217E-09 
0.627656-08 0.29843E-08 -0e79456E-09 -0047457E-09 0.15898E-08 0.37052E-11 0.20753E-08 0.26185E-08 

-0099221E-10 0.15825E-08 0.25519E-08 -0.24145E-09 0095569E-07 0.52576E-07 0e16210E-08 

DEGREE OF FREEDOM NO. 19 
0.82793E-06 0010709E-05 0-13235E-06 0082273E-06 0089715E-06 

-0010767E-06 00153236-06 0.28313F-06 0024486E-07 0e13295E-05 
0e15561E-05 0.12047E-08 0.12665E-05 Oe25653E-05 -0041017E-07 
Oe65668E-05 Oe31223E-05 -0.83131E-06 -0e49653E-06 0.16634E-05 

-0.10381E-06 0e16557E-05 0026699E-05 -0025261E-06 0099989E-04 

DEGREE OF FREEDOM NO. 20 
T.--m O<ZI692€~05 0.26808E-06 0.16665E-05 0.18173E-05 
-0021809E-06 0031038E-06 0057351E-06 0.49599E-07 0026931E-05 

0.3152m-05 0.24402E-08 0.25654E-05 0.51963E-05 -0083083E-07 
0.13302E-04 0.63246E-05 -0016839E-05 -0010058E-05 0.33693E-05 

=U;iXUWE-06 0.33538E-05 0.54082E-05 -0e51170E-06 0020254E-03 

-DEGRFE UF FREEDOM NO. 21 
-0.26857E-07 -0e34738E-07 -0e42931E-08 -0026689E-07 -0e29103E-07 

0034926E-04 -0049705E-08 -0091845E-08 -0.79430E-09 -0e43128E-07 
-0. 50477E-07 -0039078E-10 -0.41083E-07 -0.83216E-07 0013305E-08 
-0e21302E-06 -0010128E-iI6 0026967E-07 0016107E-07 -0.53958E-07 

0.33675E-08 -0053708E-07 -0086610E-07 0e81945E-08 -0.324356-05 -___ 
DEGREE OF FREEDOM NO. 22 
0016312E-05 0021098E-05 0.26075E-06 0016209E-05 0.17676E-05 

-U.21213E-06 0.301896-06 Oa55782E-06 0.48242E-07 0.26194E-05 
Oa30657E-05 Oe23734E-08 0.24952E-05 0.50542E-05 -0.80811E-07 
0.12938E-04 Oe62516E-05 -0016378E-05 -0.97825E-06 0032772E-05 

--a;7[1453E-U6 0.32620E-05 0.52603E-05 -0e49770E-06 Ue19700E-03 

Ow 16175E-06 Oe31898E-06 01 28361E-06 
0.49536606 0.5590lE-08 -00 24961E-06 
0.24952E-05 0e26030E-05 Oa18013E-06 
0.38766E-08 0.21713E-05 0.27396E-05 
0.55008E-04 0e16960E-05 

0e32764E-06 0064612E-06 0e57447E-06 
0.10034E-05 0.11323E-07 -0.505616-06 
0050542E-05 0.52726E-05 0036487E-06 
0078524E-08 0.43982E-05 0.55494E-05 
0.11 142 E-0 3 0.343 54E-0 5 

-0~52469E-08 -0.10347E-07 -00’319996-08 
-0.16069E-07 -0e18133E-09 0080970E-08 
-0080940E-07 -0e84438E-07 -0058432E-08 
-0e12575E-09 -0070434E-07 -0.888706-07 
-0e17844E-05 -0.55016E-07 

0.31868E-06 0062845E-06 0055876E-06 
0097596E-06 0.11013E-07 -00491776-06 
0.49160E-05 0051284E-05 0035489E-06 
0076376E-08 0-427796-05 0.53975E-05 
OelU838E-03 0.33414E-05 

DEGREE OF FREEDOM NO. 23 
0e17017E-05 0.22010E-05 0.27202E-06 0016910E-05 Oel8440E-05 0.33245E-06 0.65561E-06 Oe58291E-06 

-6e22129E-06 Oe31494E-06 0.58194E-06 Oa50327E-07 0.27326E-05 0.10181E-05 0.11490E-07 -0.513036-06 
0e31983E-05 0.24760E-08 0.26030E-05 0.52726E-05 -u.84304€-07 0.51284E-05 0.53501E-05 0037023E-06 

Te13497E-04 0.64175E-05 -0.17086E-05 -0.10205E-05 0-34188E-05 0.79677E-08 0.44628E-05 0.56309E-05 
-0021337E-06 0034030E-05 0e54877E-05 -0e51921E-06 0020551E-03 Oe11306E-03 0.34858E-05 

DEGREE OF FREEDOM NO. 24 
0.11775E-06 0015230E-06 0.188236-07 0.117016-06 0.12760E-06 0.23005E-07 0.45366E-07 0.40336€-07 

US22131E-06 0.17133E-09 0.18012E-06 Oe36485E-06 -0.58336E-08 0.35487E-06 Oe370216-06 0.25619E-07 
0.93396E-06 004*4U7€-06 -0.11823E-06 -0.70618E-07 0.23657E-06 0055134E-09 0030881E-06 0.38964E-06 

-0.15313E-07 0.2i793E-07 0.402686-07 0.348256-08 0.18909E-06 0.70453E-07 0.79504E-09 -0.3550uE-07 

-0.14764E-07 0.23548E-06 0037973E-06 -0035928E-07 0.1422lE-04 0.78235E-05 0.2412lE-06 

Figure 4-Transfer coeff ic ients  (Continued) 
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DEGREE OF FREEOOC NO. 25 
0.42930E-05 0.55526E-05 0.68624E-06 0042660E-05 0046519E-05 0083869E-06 Om16539E-05 0.14705E-05 

-T35827E-06 0079451E-06 0014681E-05 Ool2696E-06 00689386-05 0025685E-05 0.2898%-07 -0012943E-05 
0080685E-05 0062464E-08 Oe65668E-05 0013302E-04 -0e21268E-06 0012938E-04 0.334976-04 00534COE-06 
0034050E-04 0016190E-04 -0043105E-05 -0025746E-05 0086249E-05 0.2U101E-07 0011258E-04 0.14205E-04 

-0053827E-06 0.85850E-05 0013844E-04 -0e13099E-05 0051846E-03 0028523E-03 0087939E-05 

DEGREE OF FREEDOM NO. 26 
UZ!UIlZE-U5 0.26401E-05 0.32629E-06 0020284E-05 0022119E-05 0039078E-06 0.7864tE-06 0069921E-06 

-0026544E-06 0e37777E-06 0069804E-06 0.60368E-07 0032778E-05 0.12213E-05 0.13782E-07 -0e61539E-06 
0038363E-05 0029700E-08 0031224E-05 0.63246E-05 -0.10112E-06 0061516E-05 0.64175E-05 0044409E-06 
0.16190E-04 0076978E-05 -0.20495E-05 -0.12241E-05 0041009E-05 00955746-08 005353lE-05 0.C7543E-05 

-0025594E-06 0040819E-05 0.65825E-05 -0062280E-06 0024652E-03 0.13562E-03 0.41813E-05 

- 7 7 7  
-0.56274E-06 -0.727866-06 -0089954E-07 -0.55920E-06 -0060979E-06 -0010994E-06 -0.21680E-06 -0019276E-06 
V173IXUE;m -0010415E-06 -0019244E-06 -0.16643E-07 -0090367E-06 -0.33669E-06 -0037995E-08 0.16966E-06 

-0.10576E-05 -0.81880E-09 -0. 86080E-Ob -0017436E-05 0027879E-07 -0.16959E-05 -0017692E-05 -0.12243E-06 
Lu;44E%E-m -V.21222E-05 0056503E-06 0033748E-06 -0011306E-05 -0026349E-08 -0.14758E-05 -0e1862lE-05 

0.70559E-07 -0011253E-05 -0.181476-05 0017170E-06 -0067962E-04 -0037388E-04 -0.115276-05 

OEGREE OF FREEDOM NO. 28 
-=&37645€-06 -0048692E-06 -0.60177E-07 -0037409E-06 -0040793E-06 -0073546E-07 -0014504E-06 -0012895E-06 

0~48955E-07 -0069672E-07 -0e12874E-06 -0011134E-07 -0.60453E-06 -0022524E-06 -0025418E-08 Oell349E-06 - -0054775E-09 -0.57585E-06 -0.116646-05 OoL8650E-07 -0111345E-05 -0011836E-05 -0oE1903E-07 
-0029859E-05 -0014197E-05 0137799E-06 0022577E-06 -U.75632E-06 -0017626E-08 -0.98727E-06 -0.12457E-05 

0047202E-07 -0075282E-06 -0.1214oE-05 01 11486E-06 -0e45464E-04 -0025012E-04 -0077.11 5E-06 

DEGREE OF FREEDOM NO. 29 
U.lO874E-05 0.14065E-05 0017382E-06 0010806E-05 0011783E-05 

-0014141E-06 0020125E-06 0e37187E-06 0.321606-07 0.17462E-05 
0.20437E-05 0.&5822E-08 0e16634E-05 0.33693E-05 -0~53871E-07 

-0.13634E-06 0.21746E-05 0.35067E-05 -0033179E-06 0.13133E-03 

OEGREE OF FREEDOM NO. 30 
0.2535OE-08 0e32789E-08 Os40523E-09 0025191E-08 0027470E-08 

-0032966E-09 Oe46917E-09 0086692E-09 0.74973E-30 0040709E-08 
G;m&5E-B8 0.36886E-11 0o38778E-08 0,785476-08 -0012559E-09 
0020107E-07 0095692E-08 -0.25454E-08 -0015203E-08 Oe50931E-08 

-0031785E-09 0.50695E-OB Oo81750E-08 -0.77348E-09 0.30616E-06 

DEGREE OF FREEDOM NO. 3 1  

- o ~ f i i x ~ o e r  ~ i ; 4 1 0 0 9 ~ - 0 5  -o.i0918~-05 -0.65214~-06 0.21847~-05 

0.14195E-05 0.18360E-05 0122690E-06 0.14105E-05 0.15381E-05 
-=li.Ts;TmE-7m 6.26ZtOE-Qb U048542E-06 0.419806-07 0022794E-05 

0.26678E-05 0.206546-08 0.21713E-05 0043981E-05 -0.7032lE-07 
0011258E-04 0053531E-05 -0014252E-05 -0.85127E-06 0e28518E-05 

-0017798E-06 0028386E-05 0.45775E-05 -0-43310E-06 0.17143E-03 

0.21244E-06 
0065061E-06 
0.32772E-05 
00 50915E-08 
Oe72248E-04 

0049526E-09 
0.15167E-08 
0076399E-08 
0011870E-10 
0016843E-06 

0.27731E-06 
0084928E-06 
0e42779E-05 
0066462E-08 
0.94309E-04 

0041895E-06 00 37249E-06 
Oe73420E-08 -0. 32784E-06 
0.34188E-05 0. i3658E-06 
0.28518E-05 0035982E-05 
01 22 2 7 5 E-0 5 

0.97667~-09 o.e6837~-09 
0.17116E-10 -0.76427E-09 
0.797UIE-08 0055153E-09 
0066482E-08 0. E3884E-08 
0051929E-08 

0-54687E-06 0048623E-06 
0095839E-08 -0042794E-06 
0044627E-05 0.30882E-06 
0.37226E-05 0046969E-05 
0.29077E-05 

OEGREE OF FREEDOM NO. 32 
K T T ¶ B ” 6 5  6;23f65E-05 0.28629E-06 0.17798E-OS 0.19407E-05 0034990E-06 0069002E-06 0061351E-06 

-0e23291E-06 0033147E-06 0.61248E-06 0.529696-07 0028761E-05 0.107266-05 0el2093E-07 -0053996E-06 
0033661E-05 0026060E-08 0027396E-05 0e55494E-05 -0.88728E-07 0.53976E-05 0056309E-05 0038966E-06 
0014205E-04 0067543E-05 -0.17983E-05 -0.1074lE-05 Oe35983E-05 0083859E-08 0046970E-05 0059264E-05 

- 

-0022456G06 0035816E-05 0057757E-05 -0.54646E-06 6021630E-03 Oe11899E-03 0036688E-05 

--RCEEOTIM NO--33 
-0068834E-01 4089032E-07 -0.11303E-07 -0e68402E-07 -0174589E-07 -0013448E-07 -0026520E-07 -0.23579E-07 

0. i0752E-07 
-0012937E-06 -0.1001bE-09 -0010529E-06 -0121328E-06 003410lE-08 -0020745E-06 -0021641E-06 -0014976E-07 
-OoS4S9bT5-06 -0025959E-06 0069115E-01 004128lE-07 -0e13829E-06 -0032230E-09 -0e18052E-06 -0.22777E-06 

OoTBS14E-08 -0012739E-07 -0023540E-07 -0a20358E-08 -0011054E-06 -0041184E-07 -0046416E-09 

0086307E-08 -0013765E-06 -0022198E-06 Qe21002E-07 -008313lE-05 -0045733E-05 -0v14100E-06 --- 
DEGREE OF FREEDOM NO. 34 
0*10824€-05 OoL4000E-05 0017302E-06 0010756E-05 0011729E-05 0.21146E-06 0041701E-06 0.37077E-06 

-0.140766-06 0020032E-06 0.370156-06 0.32012E-07 0.17381E-05 0.64761E-06 0073081E-08 -0032632E-06 
0-20343E-05 0.15749E-OB 6-16557E-05 0033537E-05 -0053623E-07 0032620E-05 Oe34030E-05 0.23549E-06 
0085850E-05 0e40819E-05 -0.10868E-05 -0164913E-06 0021746E-05 0.5068DE-08 0e28386E-05 0.358166-05 

-3X357lE-06 0021645E-05 0034905E-05 -0e33025E-06 0013072E-03 0071914E-04 0022172E-05 

DEGREE OF FREEDOM NO. 35 
U.17455E-05 0022576E-05 0.2790lE-06 0.17345E-05 0018914E-05 0034100E-06 0.67247E-06 0.59790E-06 

-0022699E-06 0e32304E-06 0059690E-06 0.51622E-07 0.28029E-05 0010443E-05 0.11785E-07 -0052623E-06 
0032805E-05 0025397E-08 0.26700E-05 0.54083E-05 -0.86472E-07 0e52603E-05 0054877E-05 0.37975E-06 
0.13844E-04 0065825E-(F5 -0.17526E-05 -0010468E-05 Oe35067E-05 0.81726E-08 0.45775E-05 0.57757E-05 

-0021885E-06 0034905E-05 0056288E-05 -0e53257E-06 0.21080E-03 0e11597E-03 0035755E-05 

DEGREE OF FREEDOM NO. 36 
-0.17309E-06 -0022389E-06 -0027669E-07 -0017201E-06 -0.18757E-06 -0e33817E-07 -0066688E-07 -0.59293E-07 

0.52185E-07 
-1s.32532€-06 -0025186E-09 -0026478E-06 -0v53633E-06 Oo85753E-08 -0.52166E-06 -0.5442lE-06 -0037659E-07 
-0a13729E-05 -0065278E-06 Oe17380E-06 0e10381E-06 -0e34776E-06 -0e81047E-09 -0e45395E-06 -0e57277E-06 

0&2510E-07 -0032035E-07 -0.591946-07 -0.51193E-08 -0.27796E-06 -01LU35bE-06 -0.11687E-08 

0021703E-07 -0.34615E-06 -0055820E-06 0052814E-07 -0.20905E-04 -0.11500E-04 -0e35458E-06 

Figure 4-Transfer coefficients (Continued) 
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DEGREE OF FREEDOM NO. 37 
0065367E-04 0084547E-04 0010449E-04 0064956E-04 0.70832E-04 0012770E-04 0025184E-04 0.223916-04 

-0085UU5E-05 0012Q98E-04 0.22354E-04 0019332E-05 0010497E-03 0039110E-04 0.44135E-06 -0.19707E-04 
0012285E-03 0.95111E-07 0099990E-04 0.20254E-03 -0.32383E-05 Oe1970UE-03 0.20551E-03 0e1422lE-04 
00518466-03 0024651E-03 -0065633E-04 -0.39202E-04 0.13133E-03 0030606E-06 0017143E-03 0.21630E-03 

-0.81960E-05 0013072E-03 0021080E-03 -0019944E-04 0.78944E-02 0043430E-02 Oe13390E-03 

DEGREE OF FREEDOM NO. 38 
0035961E-04 0046513E-04 0057484E-05 Oe35735E-04 0038967E-04 0070255E-05 0013855E-04 0012318E-04 

-0046765E-05 0.66554E-05 0012298E-04 0010635E-05 Oe57747E-04 0021516E-04 0024280E-06 -0010842E-04 
0067587E-04 0052324E-07 0055008E-04 0.11142E-03 -0017815E-05 0010838E-03 0011306E-03 0078238E-05 
0028522E-03 0013562E-03 -0m36107E-04 -0021566E-04 0072248E-04 0016838E-06 0.94309E-04 0011899E-03 

-U.4508QE-95 0071914E-04 O.ll59fE-03 -0010972E-04 0043430E-02 0023892E-02 0073664E-04 

-uEGRE€aFTREmu. 3§ 
0011087E-05 0014341E-05 0017723E-06 0011018E-05 0012014E-05 0021661E-06 0.42716E-06 0037979E-06 

-iO*rV4raE;06 0020520E-06 0-57916E~96 0.32?91E-07 0117804E-05 0066337E-06 0074859E-08 -0.334266-0,6 
6132E-08 001696OE--05 0034354E-05 -0.54927_€-07 0033414E-05 0034858E-05 0.24122E-06 
18Z3E-OT -0.11132E-05 -0046492E-06 0.22275E-05 0051913E-08 0029077E-05 0136687E-05 
2172E-05 0035755E-05 -0033829E-06 0013390E03 0073664E-04 0022712E-05 

Figure 4-Transfer coefficients (Continued) 

As expected, the transfer coefficients yik $kj possess symmetry properties since 
the transfer matrix of a linear conservative system is symmetrical according to Max- 
well's Principle of Reciprocity. 

In order to illustrate the use of the transfer function in  calculating the response to a 
given input, a sample problem is solved. An exponentially decaying unit load with a time 
constant of 0.230258 is applied at each of the four grid points representing the reflector, 
and the Z-component of the feedbox response due to the applied load is computed. The 
response to the load 

f (t)  = e-O. 230258 t 

can be obtained by determining X and finding its inverse transform; i.e., 

(Pik $kj [E (s +0.23O258) (s2 + m i )  

xi  (t> = E- 
J k = l  

I-- .- 1 

(Pik $kj [E (s +0.23O258) (s2 + m i )  

xi  (t> = E- 
J k = l  

where the j -summation is taken over the four grid points depicting the reflector. An 
elementary calculation yields 

Since the load decays to 10 percent of its initial strength in 10 seconds, the computer re- 
sults corresponding to only a 15-second time response are given in  Figure 5. A graphical 
representation of the results is given in Figure 6. 
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-0.954809965-05 -0.104626lOE-04 0039789322E-06 -0.77416304E-05 
0.635168975-06 -0.50058944E-05 -0~11475364E-04 0.17123598E-06 
-0r11038788E-34 -0.14415824E-05 -0a56042932E-06 -0.10592290E-04 
Oa17830962i-05 -0.959RllO5E-05 -0.36149517E-05 0~24923598E-05 
-0.5512009lE-05 0.57705136E-05 -0.65021659E-05 -0,69363455E-05 

0.2509684tlE-35 0.335705295-06 -0.87183011E-05 0314004511E-05 
'-Oe83017974E-05 -0,296449796-06 0.35399593E-05 -0~78862119E-05 
0~45522825E-05 -0.62209982i-05 -0133660075t-05 0~52858977E-05 
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Figure 5-Feedbox response 
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Figure 6-Feedbox Z-movement: reflector excited by 
decaying exponental unit load 

A second calculation is made to subject the reflector to a unit impulse and to evalu- 
ate the response in the Z-direction at the feedbox. In this case damping is introduced in  
each mode as mentioned before. An elementary calculation yields 

15 
@ik & j  -5,t - e sin m k t .  

wk 
xi (t) = 

1 k = l  
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The damping coefficients used are as follows: 

5, = 0.27 

5, = 0.16 

5, to 5,, = 0.03 

Again only the first 15 modes are used. Computer results of the response for the first 15 
seconds are given in Figure 7, and a graphical representation of the results is given in 
Figure 8. It can be observed that the response is damped out in 4 seconds. This is in 
general agreement with some of the experimental results. 
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Figure 7-Damped feedbox response 

2 0  40 
TIME (SEC) 

-0.87603598E-04 
0.42665851E-04 
-0.10950186E-04 
-0a54682706E-05 
0.83957715E-05 
-0e78806458E-05 
0.44542818E-05 
-0016844673E-05 
0.62107351E-07 
0~59035467E-06 
-0.58137538E-06 
Om41314601E-06 
-0.15706673E-06 
0.43627223E-07 
-0.24957746E-07 0.16767952E-07 

0.26603746E-07 
-0a22685607E-07 

0.469r9283~-04 
-0.4556za67~-04 
0031769156E-04 
-0.14210984E-OI 
0.38254269E-05 
0.2300890IE-05 

-0.32507543E-05 
0.25226187E-05 

-0.16702534E-05 
0.54145698E-06 

-0.875716 13E-07 
-0~20729689E-06 
0.23176488E-06 

-0.15964077E-06 
0~95763021E-07 
-0.46528271E-08 
-0.15401388E-OT 
0.21843218E-07 

Figure 8-Damped feedbox Z-movement: 
reflector excited by unit impulse 

157 



In order to calculate the response to other forced inputs, a rather simple computer 
program can be added to the main routine which generates the transfer coefficients of the 
model system, as was done in the previous two calculations. 

CONCLUSION 

A dynamic model of the Rosman-I antenna structure, having 39 degrees of free'dom, 
has been derived. This model yields natural frequencies encompassing the experimentally 
observed frequency range. The transfer functions obtained for the model are used in 
response calculations and are found to give realistic results. 
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APPENDIX A 

SELECTION OF MASS POINTS AND VALUES OF MASSES 

Grid Point 

1, 2 
3, 4 
5 
6 to 9 
10 
11, 12 
13 

LUMPED MASS POINTS 

The lumped mass points are given in Table A-1. 

Lumped Mass 

X-wheel bearings 
Hydraulic drive 
X-wheel counterweight 
Reflector dish 
Y -wheel counterweight 
Y -wheel bearings 
Feedbox 

NUMERICAL VALUES OF LUMPED MASS 

The numerical values of the lumped masses are given in Table A-2. 

Table A-2 
Values of Lumped Masses 

Mass 

% , I  = M 2 , 2  = M 3 , 3  

M4,4 = M 5 , 5  = M 6 , 6  

% , 7  = M 8 , 8  = % , 9  

MlO* 10 = M 1 1 . 1 1  = M 1 2 , 1 2  

M13,  13 = M14, 14 = M i 5 , 1 5  

M16 ,  16 = M17,17 = M18, 18 

M 1 9 . 1 9  = M 2 0 . 2 0  = M 2 1 . 2 1  

M 2 2 , 2 2  = M23.23 = M24, 24 

M 2 5 , 2 5  = M26,26 = M27,  27 

M 2 8 , 2 8  = M29,29  = M30,30  

M 3 1 , 3 1  = M32,32 = M 3 3 , 3 3  

M 3 7 , 3 7  = M38,38 = M 3 9 . 3 9  

M34 * 3 4  = M 3 5 . 3 5  = M36,36  

Value (lb-sec '/in.) 

666 
666 
252 
2 52 

1200 

. 88 
88 
88 

88 
300 

156 
156 
96 
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APPENDIX B 

INFLUENCE COEFFICIENT MATRIX 

The complete printout of the rows of the influence coefficient matrix is given in 
Figure B-1. 
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RESPONSE OF THE ROSMAN I 85-FOOT 
DISH ANTENNA TO IMPULSE EXCITATION 

Jean M. Dalrymple 

ABSTRACT 

This report presents a continuation of work done during the 
summers of 1965 and 1966 on vibrational analysis of the Rosman I 
85-foot dish antenna. The work this summer consisted of cross- 
checking antenna natural frequencies to compare consistency from 
sensor to sensor and to checkaccuracy, developing spectrum analyzer 
calibration charts for analysis of single-degree-of-freedom, damped 
sine waves, and developing a procedure for simulating a multi- 
degree-of-freedom system by the addition of several single-degree- 
of-freedom systems. The approach recommended is the simulation 
of a frequency spectrum chart, rather than simulation of a time re- 
sponse directly. Procedure and results are given for the simulation 
of three- and four-degree-of-freedom systems, with recommenda- 
tions for further generalization. 

INTRODUCTION 

The work described in this report is a continuation of a project started 2 years ago. 
During the summer of 1965, experiments were made on the Rosman I 85-foot dish antenna. 
The vibrational response of the antenna to various types of input signals was measured 
by means of as many as 24 sensors and recorded on magnetic tape. The ultimate goals 
of the project were: 

1. To determine the effect of antenna vibration on boresight movement (basic infor- 
mation required for any redesign to increase antenna tracking accuracy), 

2. To develop a realistic mathematical model of the antenna structure to aid in more 
rational design of future antennas. 

The first summer allowed only a brief examination of some of the experimental re- 
sults and the formulation of some tentative ideas concerning the most productive methods 
of analysis. 

The determination of natural frequencies and associated damping factors was the pri- 
mary objective during the second summer (1966). Different methods were considered and 
sampled, with the spectrum analyzer being selected as the most feasible approach. An in- 
strumentation setup was  designed to convert the magnetic tape data to a recognizable spec- 
trum analysis. Frequencies, damping factors, and amplitudes were obtained from some of 
the sensor responses to impulse excitation of the antenna. These were tabulated in the 1966 
Summer Workshop Report. The spectrum analysis work was continued during the winter 
by GSFC personnel so that a complete record from all sensors in all antenna attitudes was 
obtained. 

When the results were tabulated, an almost continuous spectrum of natural frequencies 
was obtained. The work of this summer consisted of three parts: 

1. Compare in detail the natural frequencies obtained from different sensors to evalu- 
ate consistency from sensor to sensor and to determine whether or not the continu- 
ous frequency spectrum representation is necessary. 
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2. Determine a calibration procedure to obtain amplitude, in millivolts or g's, of the 
time response of a damped sine wave corresponding to amplitude in decibels read 
f rom a spectrum analyzer chart. 

3. Determine a method of obtaining the transfer function for a given point on the an- 
tenna, using the observed sensor data. 

FREQUENCY SPECTRUM 

Once a satisfactory procedure for obtaining a spectrum analysis f rom the data tape 
was  developed, the spectra for all sensors caused by impulse excitation of the antenna, 
in three antenna attitudes and two excitation modes, were obtained more or less routinely. 
Inspection of the spectra obtained raised this question: Do all the frequency maxima ob- 
served actually represent distinct natural frequencies of the antenna or  is some of the 
frequency spread caused by the following factors? 

1. Noise response, 

2. Variations in reading the spectrum chart, 

3. Variations in spectrum analyzer frequency calibration. 

In connection with item 1, frequency spectra were obtained from background noise 
data. The results showed no predominant noise frequencies, but, rather, a pattern of ran- 
dom noise frequencies. This reinforced the notion that none of the observed frequency 
maxima could be attributed to a predominant noise signal. Instead, the noise signals 
caused the minor irregularities observed in the spectrum curves. 

Items 2 and 3 were investigated by a detailed cross-check among all the sensor spec- 
tra for X-angle excitation with the antenna in the zenith position. The initial observations 
gave 160 frequencies below 20.8 Hz and 62 below 6.3 Hz, with considerable scatter among 
12 sensors, in the vicinity of any one frequency. By comparing one spectrum with another 
and by correcting frequency calibration discrepancies, the number of frequencies below 
6.3 Hz was reduced to 54, with much less scatter among the sensors. A listing of these 54 
frequencies is given in Table 1. Since the spectrum analysis chart can be read accurately 
to 0.1 Hz (0.1 Hz corresponds approximately to 0.16 in. on the chart), the number of fre- 
quencies shown could be reduced from 54 to 43 by arbitrarily selecting frequencies to the 
nearest 0.1 Hz. As an example, however, the frequency 0.65 Hz appearing in the table was 
retained because, by direct superposition of the two spectra involved, the 0.6-Hz frequency 
was not the same as the 0.65-Hz frequency. Further, reduction of frequencies in this tabu- 
lation, as well as further cross-checking of higher frequencies and of other excitations, 
might well be postponed until a particular application of the data is called for, because of 
the amount of time required. In simulating the displacement transfer function of a sensor, 
for example, it is probable that the frequency range wil l  be restricted to approximately 
10 Hz and, at least for a first approximation, less than 20 frequencies used in this range. 
This restricted number of frequencies, then, could be cross-checked for consistency and 
accuracy. 

AMPLITUDE CALIBRATION 

One of the major goals of this project is to obtain transfer functions for the various 
sensors and thus be able to simulate the time response of a sensor - by means of an 
analog computer, for instance. To do this, it is necessary to know the relationship between 
amplitude as read from a frequency spectrum chart and the amplitude of the time response 
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Table 1 
NATURAL FREQUENCIES BELOW 6.3 Hz 

(Antenna is in zenith position and the x-axis drive system is excited with an impulse 
function; tabulation is made after cross- checking all sensors.) 

Feedbox 

L dir. 

H 

H 

3.35 

vs 

vs 
S 

1.3 
vs 
1.8 

H 

2.45 
N 

vs 
vs 

vs 
vs 
vs 
vs 

vs 

vs 
S 

vs 

vs 
5.8 

f dir. 

H 

0.25 

0.4 

0.7 

1.1 
H 

1.3 
1.5 
1.8 

H 

2.5 
2.7 

H 

3.2 

3.5 
3.9 

H 

4.25 

4.6 

4.9 
H 

5.4 

S 

5.85 

Y Bearing 

dir. 

H 
0.25 

H 

0.65 
0.8 

1.1 

H 

1.3 
1.5 
1.8 

H 

2.5 
2.7 

3.0 
3.35 

3.9 
H 

4.25 

H 

H 

5.2 

5.5 

6.15 

Z, dir. 

H 
H 

V S  

0.7 

1.1 
1.25 

H 

H 

1.8 

H 

2.5 
2.7 

3.0 
H 

H 

3.9 

4.0 
H 

vs  

H 

H 

H 

5.55 

6.15 

X Bearing 

Z dir. 

H 
H 

0.4 

vs 

vs 
vs 
vs 

1.5 

1.6 
vs 

2.35 

2.6 

- 

3.1 
vs 

3.55 

3.9 
H 

H 
4.4 

4,75 

H 

vs 
5.4 

5.55 

5.85 

H 

Y dir. 

H 
0.25 
0.55 

0.9 

vs 
1.25 

vs 
1.5 
vs 

2.35 

H 
2.7 

3.0 
vs 

3.5 
vs 
vs 
vs 

4.4 

H 

H 

H 

H 

5.55 

6.15 

Z, dir,  

H 

S 

0.3 
0.45 

0.95 

vs 
vs 
vs 
vs 

1.9 

S 

2.7 

vs 
3.2 

N 

N 

vs 
vs 

4.7 

vs 
vs 
S 

5.55 

S 

Yoke 
losition 

0.15 

H 
H 

0.7 

1.1 

H 

H 

1.5 
H 

2.0 
H 

2.5 
H 

H 

3.2 
3.35 
3.5 
3.9 

H 

4.25 

H 

4.9 

5.2 
H 

5.55 

H 

?ach 

- - 
H 

0.25 

H 

vs 

vs 
H 

1.3 
1.5 
vs 
2.0 
2.3 

H 

2.7 

3.0 
H 

3.5 
3.95 

H 
H 

4.4 

H 
4.7 

5.0 

H 

5.4 

H 

5.7 
6.25 - 

Diff. 
wess 

H 

0.25 

H 

0.6 

1.1 

H 

H 

H 

1.8 

H 

2.5 
N 

N 
H 

H 
vs 
vs 
4.25 

S 
4.7 

N 
5.5 

H 
6.15 

3r ive 
amp. 

0.15 

H 

0.4 

0.8 
0.95 

H 

H 

H 
1.5 
1.8 

2.2 
2.45 

H 
2.9 

3.2 

H 

3.9 
4.1 

H 

4.6 

5.0 

5.5 

H 
H 

Seis- 
imeter 

H 

S 

VS 

vs 

vs 
vs 
vs 
vs 
H 

2 .o 
2.3 

N 

2.7 

H 
3.2 

3.5 
H 

4.0 
N 

4.6 

4.9 

H 

5.4 

H 

5.7 
6.15 

LEGEND: H-frequency may be present, but hidden in the skirts of adjacent frequency response; N-no 
frequency present; S-frequency present, but of small amplitude (35 to 40 db down); VS-frequency 
observable, but of very small amplitude (> 40 db down). 
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of the corresponding signal. It is assumed that a frequency spectrum chart for a multi- 
degree-of-freedom system with light damping (such as the antenna) can be simulated by 
adding the outputs of an appropriate number of single-degree-of-freedom systems. Thus 
amplitude, frequency, and damping factor, as read from a spectrum chart, should be cor- 
related with the time response of the damped single-degree-of -freedom system. Ampli- 
tude calibration is provided with the spectrum analyzer, however, to analyze undamped 
sine waves. When a damped sine wave is analyzed, the shape and frequency of the spec- 
trum in  as expected. The correspondence of damping factor (t;) as obtained from the spec- 
trum is as expected, namely 5 = A f / 2 f  ,,, except at low values of [ W  ; the amplitude calibra- 
tion is not that for a sine wave. An analytical expression for damped amplitude calibration 
was  developed, but did not agree with the experiment - presumably because all of the sig- 
nificant characteristics of the spectrum analyzer were not included. Consequently, two 
calibration charts were constructed experimentally for (Figure 1) and for amplitude 
(Figure 2). These calibration charts a r e  preliminary, in that there is an amplitude de- 
pendency which needs to be incorporated into Figure l, and more experimental points are 
needed on both, 

The correlation between amplitude on the spectrum chart and peak value of the time 
response of a damped sine wave component of a sensor response would be given by the 
formula 

BSK 

GRA 
p =- 

where, for an accelerometer, P is the peak value of a damped sine wave in g's, 

B is the spectrum peak value in volts, 
R is the calibration factor from Figure 2, 

G is the gain in the system between tape and spectrum analyzer, 

s is the full scale rms  voltage calibration of the spectrum analyzer (since Figure 2 

A is the attenuation used at Rosman looking into the tape recorder, 

is based on S = l), 

Ks is the accelerometer calibration factor in g's per volt. 

TRANSFER FUNCTION 

If the frequency spectrum and/or the time response of a multi-degree-of-freedom 
system can be simulated by the addition of several single-degree-of-freedom systems, then 
the transfer function for the multi-degree of-freedom-system can be obtained from the ad- 
dition of several elementary transfer functions, each representing a single-degree-of- 
freedom system. In order to check this type of simulation and develop a general procedure, 
first a three- and then a four-degree-of-freedom system was set up on the analog computer 

Figures 3 and 4 a r e  spectrum charts for two different points in the three-degree-of- 
freedom system. The resonant frequencies, damping factors, and peak amplitudes were 
read from the charts, and the corresponding parameters for three single-degree-of-freedom 
systems were computed, using the calibration charts, Figures 1 and 2. Spectra of the three 
single-degree-of-freedom systems used to simulate Figure 3 a re  shown in Figures 5, 6, and 
7. Twosingle-degree-of-freedom systems can be added either in phase or  out of phase, and 
the two spectra obtained are not the same. With three single-degree-of-freedom systems, 
there are four distinct ways of adding algebraically. The combinations for the systems of 
Figures 5, 6, and 7 are shown in Figure 8 through 11. From an inspection of these charts, 
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one may make the generalization that the amplitude of the composite spectrum is a simple 
algebraic addition of the individual single-degree-of-freedom spectra amplitudes (in volts, 
not decibels). Although this generalization appears to be consistent in the composite spectra 
obtained thus far, a numerical calculation of amplitude addition at several points of the fre- 
quency spectrum should be made. 

Using Figure 8 as an example, for which the time responses were added in phase, the 
spectrum amplitudes in the designated regions would be obtained by algebraic addition ac- 1 

cording to the following table: 

System I I1 I11 
TimeResponse + + + 

A + +  + 
B + + 
C + 
D - 

- 
- - 

- - 

The sign reversal shown in going from one region to  another is caused by the 180-degree 
phase shift in passing through resonance with a lightly damped system. The spectrum 
analyzer presents the absolute value of the resulting addition; therefore, changing the sign 
(phase) of all three systems would not alter the resulting composite spectrum. Because of 
the subtraction involved in regions B and C, zeroes are obtained between peaks I and II and 
between peaks 11 and III, respectively. 

The analogous table for Figure 10 (which is a good simulation of Figure 3) would be: 

System I I1 I11 

Time Response + - + 
A + -  + 
B + 
C - +  + 
D - +  - 

- - 

There is no zero in region B because the effect of system III is small  compared to that of 
systems I and II. Similarly, there is no zero in region C because the effect of system I is 
small in this region. 

Based on the preceding generalization, the amplitudes of single-degree-of-freedom 
systems I, 11, and 111 were reset to correspond to those of Figure 4, and the systems were 
added in the combination -, +, +, respectively. Figure 12 shows the result, which is a good 
simulation of Figure 4. The time responses of the corresponding three-degree-of-freedom 
systems and combined single-degree-of-freedom systems a r e  shown in Figure 13. 

On the basis of these encouraging results, a four-degree-of-freedom system was 
setupon the analog computer. Spectra for two points in the system a re  shown in Figures 
14 and 15. Using the same scheme as before, four single-degree-of-freedom systems were 
combined, with the results shown in Figure 16. This is a good simulation of Figure 14; but 
upon close comparison of Figure 14A and Figure 16A, a slight discrepancy in the damping 
of the two high frequency peaks can be discerned. 
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The analogous simulation of Figure 15 is shown in Figure 17. Although Figure 17A 
is a satisfactory simulation of Figure 15A, there are obvious differences; the time re- 
sponses are quite different. Not only does the initial waveform shape differ, but there ap- 
pears to be a 90-degree phase shift between the two time responses. A possible explanation 
of the difference in spectra (Figure 15A and Figure 17A) may lie in the fact that the ampli- 
tudes of the three higher frequency peaks are comparable in magnitude, resulting in  a more 
pronounced interaction of the associated single-degree-of -freedom spectra than for  the 
previous.simu1ations. This interaction would need to be taken into account in the calcula- 
tion of the single-degree-of-freedom system amplitudes, and possibly in the corresponding 
damping factors. The reason for the phase difference in the time respowes is not clear. 
Certainly a better understanding of the discrepancies between Figures 1 5  and 17 needs to be 
acquired before attempting to simulate a spectrum of one of the sensors on the antenna. 

. 

Rather than approach the simulation through the spectrum charts, one could attempt 
to simulate the time response directly. This was  attempted for the four-degree-of-freedom 
system by subtracting the composite time response of four single-degree-of-freedom sys- 
tems (Figure 17B) from that of the four-degree-of-freedom system (Figure 15B), using the 
analog computer, and trying to  minimize this difference by varying the parameters in the 
four single-degree-of-freedom systems. The results were not encouraging. It may be pos- 
sible to go back to a two- or three-degree-of-freedom system, in which there are fewer 
parameters to vary, and attempt to construct a systematic procedure for varying the param- 
eters in  the single-degree-of-freedom systems. However, this approach does not seem 
feasible because of the multiple interactions possible as one progresses to higher-degree- 
of -f reedom systems. 

CONCLUSIONS AND RECOMMENDATIONS 

1. A relationship exists between amplitude peak on the spectrum analysis chart and 
the amplitude peak of the associated damped sine wave time response. It requires experi- 
mentally determined calibration charts, however. The preliminary charts obtained this 
summer need to be extended and the La chart (Figure 1) needs to include the effect of 
amplitude . 

2. In the simulation of multi-degree-of-freedom systems by addition of several 
single-degree-of-freedom systems, it does not appear feasible to work directly with the 
time responses. 

3. It does appear feasible to obtain a simulation by operating with the frequency spec- 
trum charts. However: 

(a) A numerical check should be made of amplitude addition from spectrum charts. 

(b) An investigation should be made, in adding single-degree-of -freedom spectra, 
of the effect of amplitude and damping factor on a "nearby" frequency peak, with the 
effect of the frequency difference included. 

(6) An attempt should be made to obtain an analytical expression for the results 
of (b). 

4. When the Simulation of antenna sensor response spectra is attempted, the pre- 
dominant natural frequencies should be selected from spectra peaks observed, and these 
should be cross-checked among all the sensors for consistency. 
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Figure 2-Spectrum analyzer Cali bratian chart for amp1 itude. 
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Figure 3-Spectrum chart: 3-degree-of-freedom, amp. 14. 

h R 
'p 25 
v 

E 
3 
t 30 

z 
Q 35 

-I Lz. 

40 

FREQUENCY (Hz) 

Figure 4-Spectrum chart: 3-degree-of-freedom, amp. 24. 

Figure 5-Spectrum chart: 
1 -degree-of-freedom, 
System 1. 
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Figure 6-Spectrum chart: 1 -degree-of-freedom, System I I  . 

FREQUENCY (Hz) 

Figure 7-Spectrum chart: 1 -degree-of-freedom, System 111. 

15 

II 
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Figure 8-Spectrum chart: composite of 1 -degree-of-freedom, Systems I, I I, 111; 
time response: +, +, +, respectively. 
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Figure 9-Spectrum chart: composite of 1 -degree-of-freedom, Systems I, 11, I l l ;  
time response: +, +, -, respectively. 
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Figure 1 0-Spectrum chart: composite of 1 -degree-of-freedom, Systems I ,  I I ,  I l l ;  
time response: +, -, +, respectively. 

15 

I I  

Figure 1 1  -Spectrum chart: composite of 1 -degree-of-freedom, Systems 1, 11, I l l ;  
time response: +, -, -, respectively. 
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DIRECT AND INDIRECT TRANSITIONS I N  GALLIUM ARSENIDE 

T. E. Leinhardt* 

ABSTRACT 

The first and second order transition probability rate 
equations which determine electronic transitions in a solid are 
discussed. These equations are specifically applied to interband 
transitions in gallium arsenide. Direct, photon-induced tran- 
sitions are allowed between the lower minimum in the conduc- 
tion band and the top of the valence band or an impurity level. 
The normal selection rules of a solid permit only indirect tran- 
sitions from the top of the valence band or an impurity level to 
an upper minimum of the conduction band. Indirect, spontane- 
ous transitions from the upper minima are more favored to 
terminate in a nearly discrete impurity level than in the valence 
band because of the impurity level's higher density. 

INTRODUCTION 

The ionic semiconductor gallium arsenide (GaAs) has a zinc-blend crystal structure 
and a band structure similar to that of indium antimonide (InSb) or  germanium (GeJ (Ref- 
erences 1 and 2). There is a minimum in the&conduction band at the zone center, k = (000). 
The maximum of the valence band is also at k = (000). 4dditional minima in the conduction 
band a re  to be found close to the zone boundaries in  the k = (loo), (110), and (111) directions. 
The latter are all at energies greater than the minimum @ the center cf the zone. Experi- 
mentally measured values of the effective masses at the k = (000) and k = (100) minima are 
0.072 m, and -1.2 m,, respectively (Reference 2). The effective masses of the three valence 
electrons near the band maximum at k' = (000) a re  estimated to be m, = 0.68 m,, 
m 
ingcate that the band gap between the top of the valence band and the lowest minimum 
of the conduction band at 300" K is 1.51 ev. The energy difference between this mini- 
mum and the one in the (100) directiog is 0.36 ev. Figure 1 is a graph of the electronic 
energy bands determined by k' in the k = (100) direction. 

= 0.20 m,, and mv3 = 0.12 m,. Optical absorption measurements (Reference 3) 

Gallium arsenide is used in many solid 
state electronic devices, e.g., Gunn oscillators 
(Reference 4), optical emission p-n junctions 
(Reference 5), and photoconductors (Reference 
6). A 0.82 micron (1.5 ev) laser was recently 
developed (Reference 7). It may be possible to 
extend the utility of this material by a method 
which depends upon the photon-excitation of 
electrons to the upper minima of the conduction 
band. If the process is reasonablyefficient, it 
could lead to the development of devices capable 
of frequency conversion, amplification, detec- 
tion, and modulation of electromagnetic radia- 
tion in  the l- to 10-micron range. To help 
evaluate the feasibility of this method, a discus- 
sion follows of transition theory and an analysis 
of interband and intraband transitions is GaAs. 

*Virginia Polytechnic Institute, Blacksburg, Virginia. 

1 E, =1.51ev 
I 

Figure l-Thz energy bands of GaAs in t h e  
k = (100) direction. 
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THEORY 

The interaction of an electromagnetic field and a system of electrons in  a crys- 
talline solid can result in electron transitions to various unoccupied energy states of 
the system. Approximate transition probability rates a r e  determined by applying the 
time-dependent perturbation methods of quantum mechanics (References 8-10). Sev- 
eral applications of the quantum theory to direct and indirect transitions in solids can 
be found in the literature (References 11-18). 

According to the one electron model, the probability per unit time that a transition 
will occur between the 12 > and I E') states is given in first order by 

where N(Cf ) is 
element, H $ ~  i; 

where H' is the 

the density of states in the region of the final state,\$> , and the matrix 
is 

(2 1 

perturbation acting on the system. Here it will represent an electron- 
photon or an electron-phonon interaction. The $i; are eigenfunctiks of the unperturbed 
system. 

Along with the photon interaction, the electron can be inelastically scattered by 
the lattice. The transition probability rate must then be calculated with the second 
order formula, 

k' 

where lK'> are intermediate states in  the bands. 

A first order calculation of the transition probability per unit time induced in a 
system of electrons by a field of monochromatic photons yields 

2 
Wcf = N(kf)  A - 4n2e2 2 2  I("$ d) IF,+:. G' 'VA$gdT( , (4) 

m c w ~ ;  

whereJ$1=a$i;/c, I (apt) is the radiation intensity of angular frequency 
to the gradient operator component in the direction of the radiation vector potential. 
The same equation is used for both induced absorption and induced emission of photons. 

and 'J, refers 

In the dipole approximation Equation 4 may be written as 

where 
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There is also a spontaneous component of the emitted radiation that is independ- 
ent of the intensity of the incident photon field. In dipole notation the transition prob- 
ability rate of the spontaneous emission is 

Certain selection rules must be obeyed when these equations are applied to elec- 
tron transitions in a crystal lattice. The rules a re  determined by the symmetry prop- 
erties of the lattice and the laws of conservation of energy and conservation of momen- 
tug.  Ele@rons interactins wjth SphTton field undergo direct transitions only when 
E(k) - E(k') f 5% = 0 and k - k '  * rl - K = 0. The energies of the initial and final states 
are E(k) and E(k') respectively, and h w  is the incident photon energy. The (+) holds for 
absorption and tQe (-) for emission. The m$menta of the electron in  the initial and 
final states are k and k '  respectively, and T is the propagation vector of the phqton. 
Normally 1;1<< and, therefore, ?j' can be disregarded in most calculations. K is a 
vector in the reciprocal lattice space. 

q phqnoz fi$d obey a similar set of selection rules. Namely, E(k) - E(k') k -l-iR = 0 and 
k - k' f q - K = 0. The phonon energy(Ir0- 0.Olev)is small enough to be disregarded in 
many calculations. However, the propagation vector o r  the momentum, if, of the phonon 
is usually large and must be considered. The transition probability rate for the elec- 
tron-phonon interaction is directly proportional to the phonon distribution function and 
inversely proportional to the phonon energy (References 15, 17, and 19). 

First order o r  direct transitions resulting from the interastion of electrons with 

Because of the conservation of energy and conservation of momentum rules, 
Equations 1 and 3 a re  sometimes written 

and 

k' 

where HZ, 2 is the matrix element of the electron-lattice interaction and E" is the 
change in electron energy caused by this interaction. The Kronecker delta functions 
are defined as 

and 
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All possible excitation modes must be considered when applying Equation 8. For 
example, in a transition involving a photon, a phonon, and a,n elecpon, the electron may 
be scattered in two ways: a) it may be excited from state 1k)to I k') by interacting with 
a photon, and then from state I p> to I p) by pkonon s2attering; or b) it may be scattered 
from I$> to ]el> by a phonon, and then from I kl) to I k") by the photon. Both sequences 
must be counted, and the intermediate states must be among those allowed for the 
electron; otherwise, the value of the matrix elements H'c, g is zero. 

- -- b.. -- - - - - ___ _---: 
a 

INTERBAND AND INTRABAND TRANSITIONS IN GALLIUM ARSENIDE 

at 1.51 ev. Sturge also observed the absorp- 
tion of 1.9-ev photons, which corresponds to 
a second order transition from the valence 
band to one of the upper minima of the con- 
duction band. The absorption indicates that 
E g  + E = 1.9 ev. Lines ( c )  and (d) in Figure 
2 represent an allowed transition to the 
upper minimum. 

1- 
d 

> 
c - - - K = (100) - - - - - - - - 

180 



Transitions from the bottom of the k" = (000) minimum to an upper minimum in the 
conduction band are ruled out by the requirements of Equation 8. This is simply due to 
the fact that there a r e  no intermediate energy states available for the transitions. First 
order phonon scattering of the electrons can take place between the minima, however. 
Also, it is possible to accelerate electrons to the upper minima by high electric fields. 

As an application of Equation 8, consider a spontaneous electron transition from 
an upper minimum in the conduction band to a lower band. This type of transition will. 
be important to the development of the devices mentioned earlier. Assume that there is 
an occupied state l o i n  the upper minimum a,nd unoccupied states nearlk" ) in  one of the 
lower bands.The density of the states near lk") is N ( P )  . Because of the GaAs band 
structure and the conditions imposed by Equations 9 and 10 (References 12 and 15), 
Equation 8 becomes, 

The matrix element, H';$ , represents the contribution of lattice scattering to the tran- 
sition probability, line (d) in Figure 2. H'g,,+ is due to the spontaneous emission of a 
photon with energy E = hh~p,i; . Line (c )  represents this part of the transition. 

In dipole notation Equation 11 becomes, 

If transition probability rates to an impurity level a r e  designted Wd, and to the 
valence band, Wv , , the ratio of these rates is 

Here it is assumed that the lattice-scattering matrix element is the same for both 
transition types. It is impossible to calculate this ratio without knowing the wave 
functions. However, if the crystal is- not overly doped, transitions from the upper mini- 
mum will occur more frequently to unoccupied impurity level states than to unoccupied 
states in  the valence band. This happens because the near discreteness of the level makes 
N(Cd) >> N(dv)  . Knowledge of the densities of states, then, would permit an estimation of 
Equation 13. More accurate evaluations of Equation 13 could be obtained from optical 
absorption and fluorescence measurements in the 1.9-ev (0.66-micron) to 0.36-ev (3.5- 
micron) range. 

181 



REFERENCES 

1. Callaway, Joseph, "Energy Bands in Gallium Arsenide," Journal of Electronics 
2 ( 4) : 33 0- 3 40, January 19 57. 

2. Ehrenreich, H., "Band Structure and Electron Transport of GaAs," Physical Review 
120(6):1951-1963, December 15, 1960. 

Physical Review 127(3):768-773, August 1, 1962. 

- IRE 50(2):185-189, February 1962. 

3. Sturge, M. D., "Optical Absorption of Gallium Arsenide between 0.6 and 2.75 ev," 

4. Hilsum, C., "Transferred Electron Amplifiers and Oscillators," Proceedings of the 

5. Pankove, J. I., and Massoulie, M., "Injection Luminescence from Gallium Arsenide," 
7(1):88, January 1962. 

Sb,S,," Journal of Applied Physics 31(2):315-322, Feburary 1960. 

Laser Optically Excited by Radiation Having Energy Close to the Band Width," 
1 Soviet Physics - Solid State 9(1):65-74, July 1967. 

6. Bube, R. H., "Photoelectronic Analysis of High Resistivity Crystals: (a) GaAs, (b) 

7. Basov, N. G., Grasyuk, A. Z., Efimkov, V. F., and Katulin, V. A., "GaAs Semiconductor 

8. Dirac, P. A. M., The Principles of Quantum Mechanics, Fourth Edition, London: 
Oxford University Press,  1958, pp. 167-206. 

9. Heitler, W., The Quantum Theory of Radiation, Second Edition, London: Oxford 
University Press, 1944, pp. 136-145. 

10. Schiff, L. I., Quantum Mechanics, New York McGraw-Hill Book Company, Inc., 
1949, pp. 189-215, 382-388. 

11. Dexter, D. E., "Absorption Near the Edge in Insulators," in Photoconductivity 
Conference, New York John Wiley & Sons, Inc., 1956, pp. 155-183. 

12. Bardeen, J., Blatt, F. J., and Hall, L. H., "Indirect Transitions from the Valence , ,  

to the Conduction Bands,'I in  Photoconductivity Conference, New York John Wiley 
& Sons, Inc., 1956, pp. 146-154. 

13. Fan, H. Y., Spitzer, W., and Collins, R. J., "Infrared Absorption in n-Type Ger- 
manium, Physical Review 10 l(2) :566- 572, January 15, 19 56. 

14. Dumke, William P., "Indirect Transitions at the Center of the Brillouin Zone with 
Application to InSb, and a Possible New Effect," Physical Review 108(6) :1419-1425, 
December 15, 1957. 

15. Rosenberg, R. and Lax, M., "Free-Carrier Absorption in n-Type Ge," Physical 
Review 122(3):843-852, November 1, 1958. 

16. Dumke, W., "Quantum Theory of Free Carrier Absorption," Physical Review 
124(6) :1813-1817, December 15, 1961. 

182 



17. Demidenko, Z. A., and Mashkevich, V. S., "Indirect Optical Transitions at the Centre 
of the Brillouin Zone," Physica Status Solidi 21(1):K59, May 1967. 

16. Bowers, H. C., and Wolga, G. J., "Volume Intraband Photoelectric Effect," Physical 
Review 157(3):518-523, May 15, 1967. 

19. Ziman, J. M., Electrons and Phonons, London: Oxford University Press, 1962, pp. 
175-219. 

, 

183 





AN ARC SOURCE OF LOW-ENERGY IONS 

John H. Kinnier* 

ABSTRACT 

An ion source for ionospheric simulation requires the pro- 
duction of a large quantity of low-energy ions without the dis- 
turbing effects of high-energy electrons or strong magnetic 
fields. A comparison of ion production by photon excitation, 
electron or proton bombardment, and gas discharges indicates 
that a low-energy arc source is suitable. A refractory metal 
hollow cathode source operating at 200 volts and 0.5 ampere is 
described. The plasma produced outside the arc column was 
found to have an energy from 2 to 5 ev. 

INTRODUCTION 

An increasing interest in and realization of the importance of plasma phenomena 
in the laboratory and in outer space have motivated the need for a simple, efficient 
source of low-energy ions. Many sources for ion energies of 100 ev or  above are 
readily available in the form of RF  o r  dc gas discharges and electron bombardment 
type sources. 

The degree of complexity of these sources is directly related to the ion energy 
control desired and their adaptation for the production of ions of one-tenth to one- 
hundreth of their nominal energy is not easily accomplished. A certain simplification 
arises in low-energy plasma studies if the source does not require the use of strong 
magnetic fields which may penetrate into the test area. 

A particular and important application of a low-energy ion source lies in  its use 
for the design, testing, and calibration of spacecraft destined to measure o r  be operated 
in  a charged particle region (cf. Appendix A). 

IMPACT IONIZATION 

A plasma may be generated whenever a beam of energetic photons o r  particles 
penetrates a region containing a gas, as, for example, the generation of the ionosphere 
by ultraviolet radiation from the Sun. Usually the ionization process itself does not 
result in the newly formed ions having any appreciable kinetic energy, though the re- 
leased electrons may easily acquire significant energies in  many circumstances. 

The relative efficiency of photons and particles in producing a laboratory plasma 
may be evaluated from the cross sections presented in Figure 1, where values applying 
to argon gas for photons, electrons, and protons are chosen as representative. Of the 
three processes, photoinization is the least efficient, since it requires radiation in  the 
f a r  ultraviolet or soft X-ray region. The cross section for photoionization has its maxi- 
mum value at the threshold frequency I/ and wavelength A for the ejection of the least 
tightly bound electron from an atom or molecule with a first ionization potential V; : 

*Boston Ccllege, Chestnut Hi1 I, Massachusetts. 
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h u i  = h C = e V i ,  A i  

where h is Planck's constant, c is the velocity of light, and e is the electron charge. 

It is also possible for  ionization to occur at wavelengths greater than the threshold 
value when an  excited atom o r  molecule takes part  in  a two-step process. The ioniza- 
tion potential in volts and the threshold wavelength in Angstroms are related by evaluat- 
ing the constants of Equation 1 to produce the compact formula 

12 398 A .  =-. vi 

The small peaks that appear in  the photoionization c ross  section are the X-ray 
absorption edges. When the incident photon has sufficient energy to eject an electron 
from an inner shell, it is very probable that the ejected electron will be from that shell, 
and only a single electron is ejected by a given photon. For each photoionizing event a 
photon is removed, and its excess energy normally is given to the liberated electron 
which, in turn, may cause additional ionization of the gas by ionizing collisions. 

Ionization by particle impact differs from photoionization not only in the larger 
value of its cross  section but also in  that outer electrons are preferentially ejected ir- 
respective of the incident particle energy. The ionization c ross  section for protons and 
electrons rises steadily from its threshold value, reaches a broad maximum, and sub- 
sequently decreases. A general analysis of the process indicates that the maximum 
occurs when the relative speed of the colliding particles approximates the orbital speed 
of the electrons. In an ionizing collision a fast  particle is seldom deflected appreciably 
from its original path and loses, on the average, two o r  three times the ionization energy 
in each ionizing encounter. 

This behavior has been adapted to the production of a long column of weakly ionized 
gas. Although this process is not notable for its efficiency and there is the ever-present 
danger of oscillations from the streaming ions, the liberated electrons serve to neutralize 
the space charge of the fast ions and the use of a separate electron source is avoided. 

Many ion sources used in the. study of atomic collisions for plasma production, o r  
even for the propulsion of space vehicles, depend upon the acceleration to 100 volts or 
more of thermionically emitted electrons which a r e  directed through a gas to form ions 
by collisions. Electron impact ionization is essential to the operation of radio frequency, 
glow, and arc-discharge sources. The behavior of electrons in  inelastic collisions has 
been studied extensively for many years (References 1 to 7). 

It is most useful in the design of a plasma source, which depends upon electron im- 
pact ionization as its fundamental mode of operation, to be able to estimate the rate of 
ion production. The equation generally employed for small currents is 

i' = ie N qi x, (3) 

where i' is the positive ion current produced, ie is the incident electron beam current, 
N is the number density of the gas, and qi is the apparent ionization cross section. The 
te rm N qi x may be considered as the probability that a particular electron will make an  
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ionizing collision as it travels a distance x . In many experimental circumstance condi- 
tions a re  such as to render the equation unreliable. 

The most important considerations are: 

1. Should either N o r  x be very large, many electrons will be able to make several 
ionizing collisions, losing some energy in each event. As is evident from Figure 
1 (See also References 7 to 14), the value of qi is no longer a constant and the 
effective qi is in reality the sum of all cross sections involving the ejection of 
electrons from the target gas. 

2. Should it be large, the effective gas density in the electron beam region will 
be less  than that in the region outside the beam because a high value of ie will 
rapidly ionize any molecule or  atom entering the beam region and consequently 
the rate of ion production becomes more dhpendent on the rate at which mole- 
cules enter the beam than on the collision cross  section. 
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Figure 1 -Ionization cross sections for photons, electrons, and 
protons on argon 

An electron beam produced by a source and allowed to enter field free space will be 
attenuated by ionization and scattering processes taking place as it traverses a gas of low 
density. The plasma column formed will necessarily lack uniformity throughout its length. 
The application of an electric field parallel to the beam will enable the initial and newly 
formed electrons to regain sufficient energy to again become ionizing agents. 

In a gas discharge plasma any distinction as to the origin of the charged particles 
becomes impossible and a quantitative theoretical analysis of the discharge is rendered 
exceedingly complicated because it must deal with rate processes for ionization, recombi- 
nation, diffusion, and lifetimes in general. In those experimental situations where elec- 
trons acquire little energy between collisions, their velocity distribution reaches a 
state where it can be approximated by a Maxwellian distribution. These conditions pre- 
vail in high-pressure a rc s  and irl the low-intensity electric field of a microwave discharge. 
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GAS DISCHARGES 

Electric discharges have been studied extensively and have been classified in many 
ways, such as being electrode or electrodeless discharges, transient or steady-state, and 
high-pressure or low-pressure. Additional variations arise depending upon the geometry 
of the electrodes, the applied potential, o r  the presence or  absence of a magnetic field. 
In discharges employing internal electrodes the discharge current is carried by both 
ions and electrons. At the cathode, ions are collected and electrons emitted. Because 
the electrons possess a much larger mobility than the ions, the ion current and the elec- 
tron current at the cathode are seldom equal and their ratio determines in large part 
the character of the discharge. 

The lack of charge neutrality near the cathode due to a positive ion space charge 
implies the existence of a distinctive potential difference between the cathode and the 
rest  of the discharge. The value of the cathode potential crop v, and the thickness of the 
region over which it appears a r e  determined by the discharge plasma, but the values of 
ion and electron currents at the cathode a re  established by the emissive properties of 
the cathode. The behavior of a steady-state gas discharge for a given set of parameters 
involving the gas pressure, electrode configuration, and other similar factors will de- 
pend upon the intersection of the resistance line with the volt-ampere characteristic 
(Figure 2). 
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Figure 2-Characteristics of dc discharges 

When neither the plasma nor the cathode is a copious source of electrons the ion 
density in the vicinity of the cathode tends to exceed the electron density and current 
continuity in the region can be achieved only by greatly increased ionization by electrons 
that gain energy as they cross  the cathode potential difference and produce a bright 
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plasma region called the negative glow. The negative-glow region is a source of photons 
and ions. The ions t raverse  the cathode potential difference in  a direction opposite to that 
of the electrons and in turn affect the cathode electron emission. 

Since the electron current in  the cathode region is less than the ion current, glow 
discharges have a high effective impedance and are limited to low current densities at 
the cathode as a result of the electron emission process. Ion bombardment can cause 
sputtering and heating of the cathode surface, which, under heavy current loading, may 
develop regions of high electron emissivity called cathode spots with their consequent 
unstabilizing effects. 

Should the external circuit not limit the total current, the electron current will 
tend to become greater than the ion current, a characteristic feature of an arc. Current- 
limited glow discharges perform well at low pressures, typically having a relative ioni- 
zation of one ion per  thousand neutral particles. 

Electron temperatures are high and recombination takes place principally on the 
discharge walls. The electric field applied to the discharge so increases the electron 
energy that the average electron temperature far exceeds the ion temperature, which is 
certainly not greater than the gas temperature. Wall-dominated recombination effects 
and low gas pressures  enable the glow discharge to f i l l  a large volume. This property 
is enhanced when the anode and cathode are widely separated. 

Varying geometric configurations of the electrodes are accomodated by the dis- 
charge by adjusting the length of the positive column. Very long column discharges have 
complicated ionization processes and tend to shoy time and density fluctuations (Refer- 
ences 15 to 17). It is, of course, possible to use a thermionically emitting cathode sur-  
face in  a glow discharge to provide some control over the electron current with respect 
to the ion current. In this case the cathode potential drop decreases and the positive 
column lengthens. 

Occasionally one observes a glow discharge that is intermittent. The interval be- 
tween flashes frequently is as long as several  seconds. The effect, which is sometimes 
called the obstructed glow discharge, is dependent on the electrode spacing if this is 
approximately the same as the cathode dark space. The period of the flashes is also a 
function of this distance. 

Two causes are designated for  this behavior; wall effects and changes in  the 
cathode surface. While the discharge is operative charges accumulate on nearby sur-  
faces and opposing electric fields are generated which finally serve to quench the dis- 
charge. Gradually the accumulated charges dissipate and the discharge renews itself. 
The intermittent character of the discharge can also be caused by changes in  absorbed 
gas layers or  impurities on the cathode surface which are released by positive ion bom- 
bardment and change the ion electron current ratio. 

ARC DISCHARGES 

An arc discharge (References 18 to 21) has a cathode f a l l  voltage an order or 
magnitude less than that of a glow discharge, and a new mechanism for  electron emission 
at the cathode surface comes into operation (References 22 and 23). With an increase in  
current in the abnormal glow region, the thickness of the cathode fall region decreases, 
the number of collisions made by outgoing electrons decreases, and the energy of the 
incoming positive ions increases. The increase in positive ion energy will raise the 
temperature of a refractory metal cathode to the point where thermionic emission is 
possible. 
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The thermal electrons emitted by the cathode are accelerated across  the cathode 
potential difference; thus the number of ions is increased and these ions, in  turn, raise 
the temperature of the cathode even higher. Under these circumstances a lower voltage 
will sustain a given current and a falling o r  negative volt-ampere characteristic is 
established. 

The cathode temperature continues to rise until the saturated thermionic emission 
current is equal to the ful l  discharge current and the cathode fall voltage is approximately 
equal to the first ionization potential of the gas used in  the discharge. A constricted high- 
density plasma forms at the cathode end of the arc. Its kinetic and transport properties 
are similar to those of a glow discharge at low pressure and relatively low arc currents. 

At point A in  Figure 3, the arc mode is established with the thermionic electrons 
making enough ionizing collisions to provide the necessary positive ion current. An arc 
discharge can operate over a wide variety of pressures. In the high-pressure range, 
particle transport is reduced, recombination rates  are dominated by exchange within the 
gas rather than at the walls, and the arc column is constricted. High degrees of ioniza- 
tion result and the various constituent particles of the discharge come to thermal equilib- 
rium. Consequently, the electrons have a much lower temperature than is present i n  
Iow-pressure discharges. The rapid energy exchange and high degree of ionization heat 
the residual neutral gas until it has nearly the same energy as that of the electrons. A 
reduction in gas pressure leads to a higher electron temperature and a lower gas 
temperature. 
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Figure 3-Transition of glow to arc discharge 
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Electron temperatures of a few electron volts might be expected for a discharge in  
the micron pressure range. The low-pressure a r c  column is similar to the positive 
column of a glow discharge. An increase in  arc current at constant pressure results in  
an increase in  positive ion density and a decrease in electron temperature. The gradient 
of the positive column adjusts itself so as to maintain positive and negative charge 
equality; as many new electrons and ions are produced as are lost to the walls. 
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Ions and electrons diffuse rapidly from a low-pressure, low-current, a r c  column. 
An increase in  arc current will cause a n  increase in  gas temperature along the arc axis 
and a constriction of the a r c  column. The density along the a r c  will be less than that at 
the walls. Under proper conditions the reduced density along the axis results in a longer 
mean free path and more efficient ionization (see Figure 4). 

10 2 
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PRESSURE ( t o r r  1 

Figure 4-Electron and neutral gas temperature in 
arc discharge 

HOLLOW CATHODE DISCHARGE 

When electrons leave a cathode surface they travel through the cathode potential 
difference in  a direction normal to the cathode surface and directed toward the anode. 
If two plane cathodes are arranged parallel to each other, the negative glow regions are 
forced to merge. This type of geometrical structure was found to have an unexpectedly 
high level of ionization when direct current potentials were applied. A simple form of 
hollow cathode discharge uses a ring anode and two plane parallel cathodes (Figure 5). 

Figure 5-Ring-anode hollow cathode structure 
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Other cathode shapes having like proportions are a rectangular box having one side 
open, a sphere o r  cylinder with a sm 
the wave guide plasma eell. (See, e.g., References 24 and 25). 

A very useful shape is a hollow cylinder open at one end. In Figure 6 the electric 
field lines are sketched for a common form of hollow cathode source, Electrons emerging 
from the interior form a well collimated beam provided the cavity aperture is several 
times smaller than its depth. Too narrow an aperture will often prohibit the discharge 
from entering the cavity, and a very large aperture approaches the behavior of a plane 
electrode. A long narrow cavity allows a very intense discharge to build up to a high 
level inside the cavity; this causes the cathode fall distance to shrink with the entire 
potential drop taking place within the cavity, and a transition is easily made to an a rc  
mode of operation. 

opening, various forms of mesh containers, or 

Figure 6-Electric field of a 
hollow cathode 

Hollow cathode discharges, or  Schuler discharges, have been used as spectro- 
scopic sources for many years. Thier properties may be briefly summarized as fol- 
lows: 

1. Given the same cathode fall potential, the discharge current is very much 
larger than in  a conventional discharge. 

2. The low cathode fall potential produces a highly ionized low-energy plasma. 

3. The region within the hollow cathode emits an intense light from the confined 
negative glow (Reference 26). 

4. Ionization products which ordinarily would diffuse to the external walls of the 
discharge now strike the cathode itself where secondary emission products 
contribute to the discharge current. 

5. Unionized gas inside the cavity is heated by the high current density; a decrease 
in gas density results. The power dissipated at the cathode is equal to the pro- 
duct of the discharge current and the cathode potential f a l l  (References 25 and 
26). 
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EFFECT OF MAGNETIC FIELD 

In this discussion it is assumed that the magnetic and electric fields are oriented 
along the same direction and on the discharge axis. A charged particle moving in  com- 
bined electric and magnetic field is subject to a Lorentz force where the effect of the 
magnetic field is to cause particles not already moving parallel to it to describe helical 
paths about the magnetic force lines. The radius of the helix in terms of the velocity 
component perpendicular to the field is 

where a is the particle's angular velocity. The pitch of the helix is dependent on the 
axial component of velocity. 

Since the radius of the helix is directly proportional to the mass of the particle, 
only the paths of electrons will be significantly affected in moderate fields. An electron 
traveling a given distance forward now has a greatly increased path length and a greater 
chance of making an ionizing collision. 

The effect of a magnetic field may also be viewed as an apparent increase in gas 
pressure along the direction of the field. When applied to a gas discharge, a longitudinal 
magnetic field changes its volt-ampere characteristic and decreases its starting poten- 
tial (Reference 27). Radial diffusion from the positive column is reduced and the column 
can be sustained by a smaller gradient. The electron confinement properties of the 
field serve to lengthen the negative glow region but have little effect on the cathode dark 
space where electrons a re  moving with high velocity. The most significant effect is 
control over the radial motions of electrons; this allows the discharge to be maintained 
by a lower ionization rate. 

EXPERIMENTAL ION SOURCE 

Interest in thermonuclear processes and the associated high-density plasma prob- 
lems motivated Luce (References 28 and 29) and others at the Oak Ridge National Labo- 
ratory in the development of energetic a rc s  for the disassociation of deuterium gas. 
One form of arc  discharge consisted of a hollow cylindrical tungsten cathode having an 
internal gas feed at one end. The anode was located several feet away. The discharge 
was operated in  a vacuum at a potential of a few hundred volts and carried a current of 
a hundred amperes o r  more. An axial magnetic field was used to collimate and stabilize 
the arc. 

A requirement for a large-volume plasma of low energy and low background pres- 
sure is more closely approached by an arc discharge source than by an RF of glow dis- 
charge. Toward this end an experimental source was constructed as sketched in Figure 
7. On tpe right a tantalum tube with a diameter of 0.200 inch and a wall thickness of 
0.010 inch was mounted on the end of a stainless-steel fitting. The fitting also provided 
a means to introduce gas into the interior of the cathode. 
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Figure 7-Hollow tantalum cathode source 

The anode was a 1/8-inch-diameter copper rod protected by a ceramic sleeve and 
teflon insulation. Two coils designed to produce a field in  the range of 500 gauss were 
located coaxially with the electrodes. All components were rigidly attached 2.5 inches 
from a teflon base plate. The system was designed to be operated in a vacuum bell jar. 
Gas for the discharge was passed through a precision needle valve, through the vacuum 
wall, and along a tube to the cathode. 

SOURCE OPERATION 

Source operation was limited to currents of 0.5 ampere or  less  because of in- 
strumentation capabilities. The voltage drop across the source was approximately 
200 volts. Frequently, the discharge started between the anode and the exterior surface 
of the cathode. A hollow cathode form of discharge required an ambient pressure of 

and a burst of gas from the feed line to initiate the discharge. 
mm Hg, an electrode voltage of 200 or  more, a magnetic field of about 500 gauss, 

After startup, the tantalum cathode gradually acquired a visible bright glow under 
positive ion bombardment. Once the discharge has reached stable operation, the mag- 
netic field may be reduced to a low value o r  even turned off, the gas flow rate can be 
adjusted, and the current can be varied over a wide range. 

The operation of the discharge was better with a small-diameter copper rod as 
the anode than with a half-inch aluminum or  steel anode electrode. The aluminum 
rapidly acquired a white oxide coating and its surface was straited with small arcs. 
Only a small portion of the anode rod was left exposed since the presence of a large 
amount of conductive anode surface along the axis of the discharge caused it to spread 
in  an uncontrolled manner and, at low discharge currents, induced the discharge to 
shift to the exterior of the cathode. - 

Further initial difficulties in establishing the discharge were traced to the exis- 
tence of an extensive ground plane beneath the electrodes caused by the metal base 
plate of the bell jar. It is believed that this ground plane distorted the electric field 
between anode and cathode. Satisfactory operation of the discharge was obtained once 
the electrodes, supported on an insulating plate, were raised 10 inches from the base 
of the bell jar. The discharge operated well at currents of 0.5 ampere and with a back- 
ground pressure of 5 x mmHg. 
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During 20 hours of operation the cathode showed no visible deterioration or  sput- 
tering. Some sputtering was observed from the anode. At currents of more than 0.5 
ampere it will certainly be necessary to provide for cooling of the cathode support 
structure. 

The discharge can be operated with the cathode at ground and the anode positive 
o r  with the cathode negative and the anode grounded. This latter mode of operation was 
found to be more compatible with the operation of a Langmuir probe. Gas flow rates 
to the source were estimated to be in the range of 0.05 atm cm3/sec. 

Both argon and nitrogen gas were found to operate the source satisfactorily. Argon 
gas was used for test purposes to avoid the possibility of negative ion formation. Gas 
flowing through the automatically heated cathode produces a pressure gradient along the 
tube which is essentially zero at the orifice. The gas flow can, therefore, be adjusted so 
as to achieve the optimum pressure condition for a high-density discharge at some point 
along the tube. 

The existence of this effect is seen in  a visible change in temperature along the 
tube. Within the hollow cathode a strongly ionized plasma is formed. This plasma be- 
comes the source of a larger less dense external plasma as ions a r e  swept out of the 
cathode by the pressure gradient. The external plasma may also be assisted by external 
ionization. Electrons generated by collisions and by emission from the heated tantalum 
ionize the gas within the cathode as they a re  accelerated across the cathode potential 
drop within the tube. Only a small potential difference is effective between the end of 
the cathode and anode. 

MEASUREMENTS 

Measurements on the external plasma were performed with Langmuir probes in 
a cylindrical o r  wire form. During these measurements the magnetic field was turned 
entirely off or reduced to a low value. The principal effect of a magnetic field is to 
retard the motions of electrons and, to a much smaller extent, that of ions across the 
field. Their motion along the field is not retarded. The influence of this effect was 
evaluated by placing the probe parallel to and then perpendicular to the field. The probe 
was located 15 cm from the discharge axis and no significant change was observed. 

The Langmuir probe measurements were evaluated by the relations 

e v  
Icg j e  = Const - - 

''e 

and 

J e  = e N e d z  

(5) 

The logarithm of the current density plotted against the probe voltage ideally gives 
a straight line whose slope is the electron temperature (see Figure 8 for nonlogarithm 
plot). The effective probe area must be known if the current density is to be calculated. 
At the point where the probe potential is the same as the space potential determined from 
the intersection of the linear parts (Figure 9), v = 0 and the electron density can be found 
from equation (6) since is now known. It was found necessary to clean the probe care- 
fully between measurements. 
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Figure 8-Typical Langmuir probe for curve I = 0.3 ampere 
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Figure 9-Probe volts with respect to ground 
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The electron temperature derived from probe measurement was 4.4 eV and the 
electron density at the probe location was  2.54 X l o 7  electrons/cm3. When the probe 
bias was set  to receive ion current, the relationship of ion current to discharge current 
indicated a linear relationship over the range investigated (Figure 10). 
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Figure 10-Discharge current versus ion current 

In a highly ionized plasma (Reference 30), ions acquire energy from the electric 
fields of the plasma of approximately half the electron temperature and certainly not in  
excess of the electron temperature. Thus the ion energy is very probably approximately 
2 eV and the ion density is very close to the electron density because a failure in space 
charge neutrality gives rise to very large potential differences to enforce this neutrality. 
Measurements made of the electron density as a function of distance from the source in- 
dicated an approximately exponential decrease. 

CONCLUSIONS 

The hollow cathode a rc  source proved to be a stable and durable source of low- 
energy ions. Its tantalum cathode is able to withstand high temperatures and ion bom- 
bardment for long periods of time without any visible o r  mechanical change. The wall 
thickness of the cathode must provide sufficient mechanical strength at operating tem- 
peratures. A thin-walled tantalum tube (0.002-inch thick) originally used in the dis- 
charge sagged under high-temperature conditions and moved a distance of 1 centimeter 
off axis. Even under this handicap, the discharge continued to operate. Ease of opera- 
tion is assisted by accurate axial alignment. 
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The self -heating feature of the cathode and its gas utilization efficiency a re  attrac- 
tive features when the source is to be used with another vacuum facility. The low values 
of current used in the present experiments have hardly allowed the source to produce 
any ions in  quantity. A cooled cathode mounting would allow currents of tens of amperes 
to be used. 

When it is used as a source for ionsophere simulation, the source could be mounted 
within a large chamber o r  mounted on a vacuum port plate (Figure 11). Mounting in ‘this 
manner has these advantages: gas feeding is simplified, the electrode spacing is variable, 
the field coils a re  adjustable, differential pumping can be used, and an accelerating grid 
structure can be inserted if higher ion energies are required. 

TO VACUUM P O R T  MOUNT 

ACC E L E R A T  I N G 

DI F F E R E N  TI A L  

S L  
S E  

0000000000000 
COOLING SYSTEM 

F I E L D  pq/ COILS 

Figure 1 1 -Adaptation of source for ionosphere simulation 
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APPENDM A 
GENERAL INFORMATION 

In an effort to increase the reliability of satellites and satellite subsystems and to 
assess  the expected performance of an experiment o r  to uncover an unexpected response 
of equipment to an ionized environment it is desirable to be able to simulate the lower 
and outer portions of the ionosphere in space environmental test chambers. The charged 
particle environment encountered by a spacecraft moving within the magnetosphere may 
be roughly divided into two groups: high-energy particles in the thousand- o r  million- 
electron-volt range, and low-energy particles of 10 electron volts o r  less. The latter 
group is of primary interest in this study. The data reproduced in Figures A1 and A2 
give general information on charged particle and electron concentration profiles derived 
from a number of experimenters. 

ELECTRON CONCENTRATION (N /crn3) 

Figure A-1 -Electron concentration profile 
for the ionosphere 
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INVESTIGATION AND DEVELOPMENT OF A FIELD EMISSION SOURCE 
FOR A QUADRUPOLE MASS SPECTROMETER 

Paul 0. Berrett* and T. D. Hargreaves** 

ABSTRACT 

The advantages of a non-fragmenting ion source for a mass spectrometer 
used for residual gas analysis in vacuum systems are discussed. Theory and 
applications of field ionization are reviewed and the particular requirements for 
a field ionization source for a quadrupole mass spectrometer determined. A 
source is designedwhich incorporates very fine Wollaston wire anda moderately 
high voltage supply to produce the high field intensities necessary for field ion- 
ization. Equations for the electric field in a grating-above-plane geometry are 
developed, and numerical solutions are  obtained by computer and presented in 
graphical form. Techniques for handling and etching the very fine Wollaston 
wire are presented. A field-ion source built at Goddard is described and a test 
thereon is reported. 

A BASIC NEED IN MASS SPECTROMETRY- 
A NON-FRAGMENTING IONIZATION SOURCE 

The mass spectrometer is used as a basic analysis tool in  determining the composition 
of the residual gas in high-vacuum systems. Ideally it is desired, as always, that the act 
of measuring shall not appreciably disturb the quantity to be measured. In gas analysis 
with a mass spectrometer, conventional ionization sources often produce an  ion molecular 
beam having molecular species not found in  the ambient gas. A conventional ion source 
produces ions by electron impact. Even at the nominally used electron-gun voltages of 
70 to 100 volts, many of the electron-molecule impacts break up the molecule into frag- 
ment parts. This is especially true of complex hydrocarbon gas molecules. The result is 
a spectrum cluttered with spectral peaks not belonging to the unmolested gas. It is current 
practice to use a complicated numerical analysis to erase the unwanted fragment contri- 
butions from the spectrum and arr ive at an  approximate ambient gas composition. The 
procedure is made tenable only by the digital computer. 

An obviously desirable step toward directly obtaining the spectrum of the ambient gas 
alone is to ionize the gas in  a way which will not cause fragmentation. Fortunately such 
ionization mechanisms do exist in  nature. One such phenomenon is an electric-field ioni- 
zation enhanced by a surface effect. Because the process resembles electron emission in  
reverse, it is commonly referred to as "field emission," although strictly speaking "field 
ionization" is more correct.*** 

Field emission-type ionization sources have been designed for ion microscopes (Ref - 
erences 2 and 3) and for mass spectrometers of the magnetic-deflection type (Reference 
4). Several mass-spectrometer manufacturers allude to field emission sources as alter- 
native sources of electron impact, but they have no developed source of this type ready for 
delivery. Only Beckey's work (Reference 4) describes the actual operation of a line-type 
field ionization source. In a different type of mass spectrometer -- a quadrupole mass 
spectrometer -- a pencil beam of molecules is desired. No successful source of the field 

"Brigham Young University, Provo, Utah; 
**Ohio State University, Columbus, Ohio. 

***A second kind of ionization mechanism not conducive to fragmentation i s  photoinization. 
See Reference 1. 
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emission variety built for a quadrupole mass spectrometer seems to be commercially 
available though Stanford Research Institute has built an experimental source of this kind 
(Reference 5). 

QUADRUPOLE MASS SPECTROMETRY 

A rudimentary review of the theory and operation of a quadrupole mass spectrometer 
will allow a better perspective of the placement of the ionization source in the apparatus. 
Also, a review will provide reasons for the particular design criteria for a field-emission 
ionization source for this kind of mass spectrometer. 

As opposed to a magnetic-deflection-type mass spectrometer which distinguishes 
between ions of different charge-to-mass ratios by the different radii of curvature of their 
flight paths in a magnetic field, the quadrupole mass spectrometer is an electric-field 
filter with a charge-to-mass "bandpass" determined by the geometry and the voltages 
applied to the electrodes. Geometrically it consists of four parallel rods. The original 
theory of the quadrupole operation is based on the rods being hyperbolic in cross section 
(Figure l), although most quadrupole spectrometers have circular rods. The electric 
fields in the region of interest are essentially the same as if the rods were of hyperbolic 
cross section. When the rods are  at potentials as shown in Figure 1, the potential in the 
x-y plane is 

(1) 
( U t v o c o s w t ) ( x 2 - y 2 )  

@(x, Y) = 
ro 

where U is a dc voltage and vo the peak value of a superimposed ac voltage at frequency W .  

SHAPE x 2 - y 2 =  -r,2 
A &  c (  POTENTIAL -(U tV,  COS W t )  

Figure 1-Cross section of quadrupole mass spectrometer rods. 
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An ion source at one end of the rods introduces ions into the region between the rods. 
At the opposite end is a detector, usually composed of an electron multiplier tube and an 
electrometer circuit. 

The equations of motion for a singly ionized ion of mass m and charge e are found 
by writing the force equations for the ions in the x, y, and z directions: 

mj; + "E, = 0 
(3) 

Because @f@ (z), E = 0 and i is a constant. The ions retain any z velocity they have at 
entrance throughout their travel between the rods. 

Equations 2 and 3, for the functional forms E, and E, are found to have, a re  Mathieu 
equations. Classical solutions a re  difficult to interpret, but numerical solutions on a 
digital computer have yielded the necessary combinations of m, U, and V, for stable os- 
cillations in the transverse (x and y) directions. In reality, ions whose masses a re  not 
unsuited for  stable transverse motion may pass through the rods provided that entrance 
conditions are right. Hence a finite resolution results. Passage occurs only for masses 
near a value that gives both x and y stability. 

The stability criteria a re  conveniently displayed in Figure 2, having coordinate 
variables of 

8 eU A = -  
mrz j !  

and 

4ev0 
Q =- 

mr2w2 
(7) 

The A and Q quantities arise from the particular arrangements of parameters in  

The loci of constant A/Q ratio a re  straight lines through the origin, as in  the example 

Equations 2 and 3. 

line in Figure 2. It is easily seen that constant A/Q is equivalent to constant U/v,. This 
is the cue to the usual technique of sweeping the spectrum analyzer. The mass "band- 
width," m, - m2, is determined by the value of A/Q (or equivalently U/v,) chosen. As the 
dc and ac voltages a re  linearly swept together in an arrangement that keeps U/v, con- 
stant, ion passage is allowed whenever operation is in  the stable region and entrance 
conditions a re  right. Resolution theoretically becomes infinite as A/Q is adjusted to the 
value 0.237/0.706 = 0.336. Sweeping can be effected by varying a, or  (more usually) scale 
ranges a re  determined by specific L values. In each range sweeping is effected by changing 
U and v, together in a fixed ratio. 

A s  is inferred above, the stability diagram assumes ideal entrance conditions. The 
resolution predicted by the diagram is worsened by entry conditions that allow ions to 
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Figure 2-Stabi lity diagram for quadrupole analyzer. 

traverse the rod length which would not do so if they had no initial x or  y velocity 
and/or off -center initial displacement. To realize as nearly as possible the ultimate res-  
olution that the stability diagram would allow, the source should ideally supply an ion 
beam which is 

1. 
2. "monochromatic" in ion velocity, 

3. 

of thin pencil shape and axially directed and centered in the quadrupole region, 

free of any magnetic fields o r  non-axial electric fields that may penetrate the 
quadrupole region. 

THEORY OF FIELD IONIZATION 

Field emission of electrons from metallic surfaces is a well-knownprocess that has 
been used in a number of engineering applications. By definition, the direction of an electric 
field is that in  which a positive charge is forced. When an electric field of the order of 
0.3 to 0.6 volts/Angstrom is directed at a metallic surface, electrons are pulled out of the 
metal and accelerated away in the electric field. The threshold level of electric field and 
the rate of electron extraction as a function of field strength are primarily set by the work 
function of the metal at low temperatures, with temperature effects also playing a dominant 
role at elevated temperatures. 

Reversing the electric field creates a situation favorable to drawing any available elec- 
trons from outside the metal into the metal. With gas molecules close to the metal sur- 
face, electrons in the potential wells of the gas atoms can be made to tunnel through the 
potential wall between the potential well of the atom and the Fermi sea of electrons in the 
metal. Fields on the order of 2 to 5 volts/Angstrom a re  required. Except at high tem- 
peratures, there is little temperature dependance. The mechanism can be explained with 
the aid of Figure 3. 

2 06 



> 
(3 

w z w 
-1 

a 

a 

24 28 1 

p = FERMI ENERGY 
- TUNGSTEN WORK 

* w -  FUNCTION 
ANGSTROMS FROM SURFACE 

0 

Figure 3-Potential-energy diagram for a Hydrogen Atom 5.5 A from a tungsten surface. 

From the standpoint of quantum mechanical wavelets, it is probable that the 1s 
electrons of the hydrogen atom may penetrate the potential barrier into the Fermi sea of 
electrons. It is remotely probable that a 2s electron will tunnel into the metal. Essen- 
tially all ions formed by this process a re  singly ionized. 

In Figure 3, curve 1 represents the unperturbed potential well of the atom. Curve 2 
represents the superposition of the potential due to the image of the electron tunneling in 
the metal and the applied field (curve 3). Curve 4 represents the resultant potential field 
experienced by the electron. 

Field ionization near the metal surface is a less violent process than its counterpart, 
electron-impact ionization. Electron impact may be likened to hitting an object, already 
under internal stress,  with a projectile which imparts a certain range of energy to the 
object. Dependent on the initial stresses and the amount of energy transfer, the objects 
may remain intact, split in two, o r  split into several fragments. On the other hand, field 
ionization is analogous to a leakage (externally caused) from a pressure vessel that leaves 
the inside conditions in the vessel undisturbed. 

METHODS OF ACCOMPLISHING FIELD IONIZATION 

The necessity of realizing the high field intensities (10’ to lo8 volts/cm) required 
to field-ionize a gas with a resonably low voltage source is the chief engineering challenge 
in designing a field ionization source. Apart from brute-force expedients like close 
spacing o r  voltage increase, the only way to obtain high voltage gradients is to select an 
optimum shape for the electrodes. Melmed and Muller (Reference 6) originated the use 
of a sharp needle point as such an ionization source for an ion microscope. This technique 
is a means to direct study of the atomic structure on the needle tip and has given much 
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insight into the atomic structure of various metals. The gas ions are not formed uniformly 
over the surface of the needle tip; rather, the rate is determined by the arrangements of 
the atoms at the tip. This atomic profile is projected onto the cathode surface along spher- 
ical radials (Figure 4). Magnifications of the order of a million have been achieved. 
Originally the gas used was helium, but recently neon has been found to have particular 
advantages (Reference 7). 

He OR Ne AT PRESSURES OF 
TORR OR LESS 

FLUORESCENT SCREEN 

PROJECTION OF TIP 

Figure 4-Field ion microscope. 

As an ion source for a mass spectrometer the needle tip has the follow drawbacks: 
1. 

2. 

3. 

The total ion current from a tip of say 1000 
amps at lCr3 Torr. Only a small fraction of this current can be directed and fo- 
cused into the spectrometer. Thus, especially at lower pressures, a very sen- 
sitive and/or high-gain detection system is required. 
Drastic surface changes occur at the tip causing erratic amplitude changes of 
ion current and producing a "noisy" spectrum. 
Raising the potential of the tip to increase the emission moves the ionization 
mechanism into a realm of operation where fragmentation occurs. 

radius is only of the order of lo-* 

Beckey has shown that very thin wires may be used as source regions for field ion- 
ization and may overcome some of the restraints of the tip emitter. Most ionization occurs 
in a very thin range of radius, O R ,  and the relation of wire to tip emission is essentially 
one of effective area ratios. In theory, a 5-mm-long wire of 3.5,~~ diameter should produce 
about 100 times the ionization of a needle tip of radius 1000 A operating with the same 
field intensity at the suyface. This 100 times enhancement is not actually realized because 
of wire surface irregularities. Ionization is concentrated at the protrusions; the effective 
area is hence reduced below what it would be if  the wire were smooth. The average ratio 
of protrusion radius to nominal wire radius, usually denoted as P in the literature, may 
vary from a few score to under 10, depending on the wire-forming processes. Neverthe- 
less, wires have an advantage over tips, because of their relatively copious ionization 
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capability and the fact that small-scale time fluctuations are integrated out over 
the larger surface. 

Geometrically the best source configuration for maximum total ionization is cylindri- 
cal; however, this arrangement is not compatible with the need for a pencil ion beam for  
the quadrupole mass spectrometer. A wireigrating-above-sheet geometry is chosen but 
with the total wire-grating dimensions small so as to appear as a "buttonfT source of ions. 
Figure 5 shows the design. The wire is made by the Wollaston process, which yields wires 
of extremely small diameter. A wire of precious metal is inserted into a heavy-wall small- 
bore cylinder of an appropriate ductile metal. The compogite wire may be drawn out so as 
to produce a central core as thin as 2 x inches (500 A, approx.) in  diameter. The ion 
source designuses 2.Op platinum core Wollaston wires. The outer sheath is silver with a 
diameter near 100~. In the fabrication of the grating the silver is dissolved, leaving the 
thin platinum wire. 

FIELD EMISSION IONIZER 

FINE WIRE ACCELERATOR FIRST EXTRACT FOCUS SECOND 
R 

~ c : - 2 O T O t 4 5 ~  Vf:O T O - 1 7 0 ~  

v,rlOKV ION ENERGY=(eVa-eVd) +eVc  

F i g u r e  5 - S c h e m a t i c  of field i o n i z a t i o n  s o u r c e .  

When trying to obtain the right conditions for a given event, the investigator inspects 
the role of all the physical parameters over which he has control. Incidentally, the possible 
advantage of materials with low work function has not been overlooked. From the argument 
below, it seems that the field ionizing rate is not significantly affected by the wire-material 
work function. 

Visualize with the aid of Figure 3 a 1s electron within the potential well of the hydro- 
gen atom. Unperturbed, it would be at energy +i (ionization potential) below the zero 
energy level representing an  electron infinitely removed from the atom. Now suppose that 
the atom is near the metallic surface as pictured, and that an applied uniform field of E 
volts/Angstrom outward (to the right) is present. Relative to an electron at the surface, the 
electron in the atom has a potential energy component of E x electron volts added to it by 
virtue of its displacement by x Angstroms in  the electric field. Because there are no empty 
states from 0 to 4 electron volts, there results a minimum distance of approach for which 
tunneling can occur. Expressed as an inequality, 
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for tunneling to occur. The critical distance, or distance of minimum approach, is 
* 

dl - h  T i  T x,=-. 
E 

Work function thus sets a minimum 
diameter wire is 20,000 Angstroms 

distance for ionization to occur. Since even a 2,u - 
in diameter, the planar model upon which the above 

derivation is based is still accurately approximated. There is no significant difference 
in  effective areas of ionization when the radius changes by at most a few Angstroms in  
10,000. Finally, the resultant potential profile is in no way affected by the work function. 
Rate of ionization being determined by the potential barrier height and shape and by the 
area? the work function plays no significant role. 

CALCULATION OF FIELDS IN A GRATING-SCREEN GEOMETRY 

Consider first a line charge parallel to a conducting plane, as in Figure 6. 

q4 COULOM BSIMETER 

qx (O,b) i 
y = 0 PLANE AT 0 POTENTIAL 
/ (GROUND REF;) 

X 

Figure 6 -Line  charge parallel to a conducting plane. 

The potential above the ground plane is readily found as a superposition of the poten- 
tial due to the line charge, , and its image. 

The locus of constant potential @o is the curve given by 

(9) x2 + (y+ b)2 

x2 - (y- b)2  

Rearranging this gives 

"Gomer, (Reference 8) has another term i n  the equation for x, which i.s due to the otential energy of 

nominal values of +i and +. the resulting ion's attraction to i t s  image. However, this term i s  quite negligible w R en compared with 
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The locus is a circle with center at (0,  (K + 1/1< - 1) b)  and radius 

b ,/m. K - 1  

For convenience define 
K + 1  
K - 1  

d =  -b 

and 

a = b / m  K - 1  

which is compatible with Figure 7 where a is interpreted as the radius of a wire at 
potential cpo, distance d above a zero potential plane. 

Y 

X 

I 

Figure 7-Wire above a conducting plane. 

If cpo, a, and d are specified, 

K - 1  a b=-d= 
K t l  p&T 

Note that K is determined by the ratio a/d. 

The electric field intensity is now found in terms of the potential of the wire, (Do, 
relative to the plane, the wire radius, a, and its distance d above the plane. 
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where 
Q? 

A =A 
4 n K  , 

K - 1  
K + 1  

b=-d 

Maximum electric-field intensity occurs at (0, d-a). If an enhancement factor is de- 
fined as the ratio of Ema, to the electric field that would e x i g  between parallel planes 
separated d meters in space and volts in potential - i.e. E II = - % A 

d Y  
then 

K - 1  
Emax - K + 1  

4- dZ 
-- 
E II 

( 4 n K ) P A  K + 1  d)* - ( d  - ~)~ 

In Figure 8 the enhancement factor is plotted as a function of a/d. 

I 
MAX ELECTRIC FIELD AT WIRE IN WIRE-PLANE SYSTEM 

10-6 10-5 10-4 10-3 10-2 io-' 
WIRE RADl1JS/HEIGHT, a/d  

Figure 8-Enhancement factor for wire over plane. 

I 
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When a wire grating is placed above an equipotential plane, the field near each wire 
is modified by the presence of the other wires. A sufficiently accurate calculation is made 
possible by conformal tranformation. The solution for the case of a planar triode tube can 
be modified and adapted to the problem at hand. A z-plane configuration of two line 
charges of q, at (0, 0) and qg at (1, 0) transforms by the equation 

to the planar triode configuration in the w plane of Figure 9. 

" i  
Y 

ZPLANE I 

Figure 9-Schematic defining parameters in conformal transformation to 
grating-plane structure. 

a Potential in the w plane is found (subject to the conditions dgpl  a, dCg2 a, rg I - 
20' and cathode at zero reference potential) to be 

2 w  277v q c p  vw = - .en e a t 1 - 2e-cos -) -- t c 
477E0 ( "  a €Oa 

where 
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If 

where 

* (2bezb" - 2 b b U  cos bv)  
a V W  1 
a u  - = A { e2bu t 1 - 2 ebu cos bv 

and 

vg 
in 

The situation of a grating and plane will be duplicated by letting vc = 0 (ref.), 
= vo,  dgp>> a, vp = 0. A computer solution (see Appendix) has provided the data plotted 
Figures 10 and 11 showing the effects of the several geometric parameters. Figure 

12 gives the field at the surface of the inner conductor of a coaxial conductor system. By 
comparison it is seen that the cylindrical geometry is much better for producing strong 
fields; however, a cylindrical configuration is not conductive to obtaining a strong ion 
beam in  a single (quadrupole axis) direction, as the field is radially directed. 

The computer program can evaluate the electric field anywhere in the w plane. It is 
interesting and significant that the field at the surface of a small diameter wire, rg << a 
and rg << dcg , varies very little around the wire circumference. As the supply voltage is 
increased, all parts of the wire  surface reach the ionizing condition at once since ionization 
takes place within a few Angstroms of the surface, i.e., essentially "at" the surface. This 
is fortunate in terms of total ionization but does not necessarily mean better sensitivity. 
The ions, once formed, are accelerated radially from the w i r e  and only a small fraction 
can be focused into the quadrupole region. 

Figure 13 schematically shows the salient electrical design features of a field ion- 
ization source. The distances between the thin wire grating and the acceleration grid and 
between the accelerating and decelerating grids a re  adjustable by changing spacers. 
To bring the ions within an energy range where they a re  easily focused requires a 
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Figure 12-Electric field at inner conductor of a coaxial system. 
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decelerating field between the accelerating and decelerating grids. Ions formed near the 
Wollaston wires are accelerated through the accelerator grid, at which plane they have an 
energy near v, electron volts. By the time they arrive at the focusing discs they a re  de- 
celerated to about 50 to 70 volts; from here they exit at about the same energy range and 
enter the quadrupole. According to the analysis and computer results, a 10-kv supply 
should yield fields near 8 x lo6  v/cm at the Wollaston wires. If the enhancement factor is 
near 10 there should be ionization; otherwise a higher voltage supply will be required. Need- 
less to say, the supply should be stable and very free of ripple. 

DESIGN AND CONSTRUCTION OF THE FIELD IONIZER 
#- -"; 

Two guiding principles were followed in designing a field ionization source to test 
the theory set forth above. First, the instrument must be able to achieve the required 
field intensities of lo7 - l o8  v/cm and produce an ion beam compatible with the entrance 
conditions of the quadrupole mass spectrometer. Second, the usable parts of the existing 
electron-bombardment-type source (basically the ion-optical section) should be changed 
as little as possible; thus introducing fewer variables to analyze should problems occur. 
The short time available for the project dictated this second principle and its corollary: 
use readily available materials and processes. 

Two basic designs were selected for the tests; each used the thin-wire, high-potential 
systems to achieve the necessary field intensities; and each used a deceleration system 
to slow down the high-energy ions before they entered the focusing regions. The differences 
occurred in the methods of mounting and etching the Wollaston wires-one being somewhat 
simpler and faster than the other. The most promising design consisted of a platinum 
ring of 1/4-inch inside diameter with a smooth, flat top surface. The unetched Wollaston 
wires were ultrasonically welded to the top of the ring, parallel to each other and 
spaced to produce optimum conditions around each wire. Computer calculations indicated 
that a spacing of about 1.5 mm. (0.059 in.) should produce the best field intensities com- 
patible with the other design features. The ring was of platinum to  compensate for thermal 
expansion of the fine wire during vacuum bakeout. It was loosly fitted into a Pyrex support 
base, l-inch outside diameter by 3/16-inch thick, This also served to insulate the other 
electrical inputs from each other. The ring was held in place by two stainless-steel clips, 
which also served as electrical contacts. The cathode, o r  acceleration grid, was  thick stain- 
less steel, l-inch outer diameter, 1/2-inchinner diameter, 1/16-inch thick supporting seven 
10-mil parallel wires on the bottom. Four glass spacers supported the acceleration grid 
so that it was 0.1 inch above the Wollaston wires and parallel to the plane in which they lay. 
It was intended that this distance be large enough to prevent arcing but small enough to 
permit the use of resonable potentials. This whole assembly fitted in  the position of and 
replaced the thermal-emission portion of an existing electron-bombardment source from 
an Electronic Associates, Inc. (E. A.I.) Quadrupole Mass Spectrometer (see Figures 14 and 
15). The existing source used a fine-mesh screen to accelerate electrons from the filament, 
and a cylindrical Faraday Cup as an ionizing chamber (see Figure 16). This structure yas 
retained and used as the deceleration grid (anode) to slow the high-energy ions produced in  
the ionizer and acceleration subsystems (compare Figures 5 and 16). The remainder of 
the original source was retained, except for lengthening the electrical connection- and- 
support studs. 

When it became apparent that the welding and etching of the Wollaston wires on the 
platinum ring might take too much time, a simpler design was  initiated. This ponsisted of 
a stainless steel ring, 1/16-inch thick, to f i t  on top of the glass base. Around a 1/4-inch- 
diameter hole in the center, four 1/32-inch wide gold ribbons were welded on coplanar 
perpendicular axes, such that about 1/16 inch of each protruded past the inside lip. These 
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Fi urel4-Working partsof f ield ionization source. 1. Pt. support ring; 2. Ring 
hogd-down clip; 3. S. S. plate w/Au ribbon supports for the Wollaston wire 
arches; 4. Gloss insulator-support base; 5. S. S. acceleration ring (cathode) 
w/wire grid elestrical contact stud fitted with 3mm dia. glass insuktor and 
5mm dio., 0.1625 long spacer; 6.5mm dia., 0.1625" long spacers; 7. Deceler- 
ation grid, ion-optical section and electrical connection ond support studs w/in- 
sulators; 8. TFE external support cylinder. 

Figure 15-Field ionization source, ionization and acceleration section, 
platinum-ring support system. 
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FILAMENT ELECTRON ENERGY IONIZING EXTRACT FOCUS DECELERATION 

SSION CURRENT 

Vh:-0.7V T 0 - 7 5 ~ ~  V .  5~ TO ~ O V ,  V c :  5~ TO 4 5 ~ ,  Vs :5V TO 45V, BUT< VC 
Vf : 0 TO -150~,  NET ION ENERGY = (e v,-e V S ) + k  Vs-e V f ) +  e Vf = e  Vc 

Figure 16-Electron bombardment ionizer. 

free ends were bent upwards; short pieces of unetched Wollaston wire were welded to these 
to form two crossed arches, one slightly below the other so that they did not quite touch in 
the center. This was to permit just a small section of each wire at the center of each arch 
to be etched by careful dipping into nitric acid solution, removing the silver. Placed in  the 
ionizer and with the ionizing potential applied, the thin wires would be pulled to a sharp 
"V" and produce field ionization. Additional spacers had to be added to raise the acceler- 
ation grid to the proper distance above the wires in  the ionizer, but no other changes were 
necessary. (See Figure 17.) 

Figure 17-Field ionization source, ionization and acceleration section, 
gold-ribbon support system. 
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The most difficult part of fabricating the ion source was etching the silver off the 
Wollaston wire so as to leave the platinum core without dissolving the welds that 
held them to the support structure. Finally, a 1-molar KCN solution with a 3-Volt 
potential proved to work best on the ring-wire combination. The wires formed the 
anode and, with the welds protected by Glyptol, the silver was removed quite readily. The 
cyanide did attack the Glyptol, but so slowly that the etching was finished long before the 
welds were exposed. The ring was thenplaced in  alcohol to rinse off the cyanide solution, 
and the operation was complete. Alcohol ;was usedinstead of water because the surface 
tension of water was sufficient to break the wire as the assembly was dipped in  andpulled 
out. Rough calculations show that the etched wires cannot withstand a tensile force greater 
than pound. The ribbon-support system was far easier to etch thanthe ring. The moun- 
ted wires  were carefully dipped into a 40-percent solution of nitric acid wetting just the 
apices of the arches. When the silver was etched away, the assembly was rinsed in water. 
Apparently the unetched portion of the wire  could support the force exerted by the surface 
tension sufficiently to prevent the thin sections from breaking. 

TEST AND RESULTS 

The ion source was tested in a bell-jar vacuum chamber pumped out with a two-stage 
mechanical pump and two 6-inch, liquid-nitrogen-baffled, oil-diffusion pumps. The vacuum 
capability of the chamber was between and Torr,  but for the most part  the testing 
was carried out between 5 x 
by a 10-kv source with an accuracy of *1 percent. A resistor voltage-divider network (Fig- 
ure 13) enabled changing the deceleration-grid potential. The whole power supply had to 
be floated above ground, to avoid shorting out the supply voltage, V, ; this, in turn, led to 
a charge buildup on the chassis (causing some mild shocks) but gave little trouble at twice 
that voltage until one of the connectors apparently accumulated some dirt and shorted out. 
Replacement of the connector and cleaning all the others with alcohol and freon eliminated 
the problem. 

and 5 x Torr. The required voltages were supplied 

With the quadrupole in  place, the source was approximately in the center of the cylin- 
drical chamber, with insulated wire running to it through appropriately protected feed- 
throughs. The ribbon support for the wires was used first. With all circuits checked for 
shorts, the potential was brought up slowly to keep from breaking the fine wires. At 7 kv, 
an a rc  occurred within the ionizer which shorted out the supply and blew the circuit 
breaker. The oscilloscope connected to the output from the quadrupole had been showing 
only a base line; at the moment the a rc  occurred, a very large peak appeared and then 
disappeared. This procedure was tried several times more, always with the same result. 
Observation indicated that the a rc s  occurred along one or another of the four spacer legs 
between the acceleration grid and the base. When removed from the chamber, close in- 
spection showed this to be true, also that the thin wires  were completely burned away. The 
whole system was cleaned with alcohol and freon, the glass insulators were replaced, and 
the source was put back into the chamber without replacing the Wollaston wire. After the 
entire system had been carefully cleaned and checked, the potential was again brought up, 
this time all the way to 10 kv. Apparently the power supply was not as stable as claimed 
because the voltage drifted slowly at this pointuntil the circuit breaker opened, showing an 
"over-voltage" condition. Repeated tests showed the arcing was infrequent and that the supply 
would consistently hold at 9700 volts. Unfortunately, there was no longer time to have the 
Wollaston wire replaced for this source, and the stainless-steel support base was replaced 
with the now finished platinum ring. 

To replace the ribbon support system with the ring system, it was necessary to halve 
the total distance between the glass base and the acceleration grid and this caused trouble. 
With the platinum ring and wires in  place and the whole system cleaned out again, the po- 
tential could only be brought to 5500 volts before arcing occurred. After the first arcover, 
the source was inspected--the fine wires were completely burned away. Without the wires 
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and after another thorough cleaning, the potential still could not be increased over 5500 
volts. The electrical fireworks in  the source were no longer confined to the inside, but 
were also observed to be playing around the electrical connectors at the base. The in- 
ternal parts of the system could no longer be seen clearly, because of the closer spacing, 
but later investigation showed the glass insulators on the supports, as before, to be the 
a rc  path. At this point there was no longer time to check other methods of making the 
electrical connections and testing had to be discontinued. 

CONCLUSION AND RECOMMENDATIONS 

Problems in the secondary structure of the field ionization source have made it 
impossible to obtain experimental results on the theory set forth in the first part  of this 
paper. It is therefore necessary to dwell on the secondary problems rather than the pri- 
mary. 

The Stanford Research Institute studies have shown that the thin wires can withstand 
greater forces than our design could produce--12 kv at 1 mm spacing, as opposed to our 
10 kv at 2.5 mm so that the wires were probably not forming an arc  path by breaking but 
breaking because of the arc. Secondly, the S.R.I. studies were made with the above poten- 
tials and spacing at about low5 Torr--a full decade greater than our pressures--so that 
the breakdown probably did not occur in the free spaces. The glass insulator was thick 
enough to withstand 200 times the voltage used on this source (the dielectric strength of 
Pyrex is about 4800 kv/cm and the glass insulator wall was 0.05-em thick) and the spacers 
were certainly long enough to prevent breakdown. This evidence suggests several conclu- 
sions. First, the a rc s  did not occur directly between the thin platinum wires and the ac- 
celeration grid. The wires were strong enough to keep from breaking and the overall 
pressure was too low to permit electrical breakdown. No arcing occurred through the glass 
insulators because the dielectric strength of the glass was enough to withstand the voltages. 
What may have been happening was that a surface breakdown on the spacers or the in- 
sulators formed a conduction path between the acceleration grid and the base. Absorbed 
moisture on the surface of a piece of glass can drastically reduce the surface resistivity. 
Glyptol was used to insulate the external contacts, and it is conceivable that his was  out- 
gassing sufficiently to produce a breakdown path between the high- and low-voltage con- 
nections. The thin wire itself was probably burned away by the first arc. If these a rc s  
could be prevented, the ionization abilities of the source could be properly evaluated. 

It is recommended that two changes be made to the present source to eliminate the 
arcing. First, completely separate the high- and low-voltage sections electrically. This 
would eliminate the metal conductors that run through holes in  the acceleration grid. 
Second, use a different material--such as mica or Teflon--for the spacers supporting the 
acceleration grid, and for other parts that a r e  now glass; if glass must be used, thoroughly 
clean the surface and coat it with a non-porous, insulating substance that will prevent con- 
tamination buildup and subsequent arcing. 

Once the arcing problem is overcome, this source should show promise as an ionizer. 
With the spacings and voltages used, computer calculations based on the equations in the 
first section of this paper give a field intensity of 6 X l o 6  volts/cm. With an enhancement 
factor of about 10, this should be sufficient for ionization. With closer spacing, even this 
could be improved. 

Some problems have been forseen with this source. The objective is not only to ionize 
the molecules but also to channel the ions into a pencil beam with velocities suitable for 
the spectrometer. The S.R.I. studies resulted in lower ion currents than expected, apparently 
because the dispersion of the ions away from the single wire they used was great enough 
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to prevent all but a very small portion of the total from reaching the spectrometer en- 
trance. It was hoped that our multiple-wire system would prevent some of this dispersion; 
but it may also be necessary to change the configuration of the acceleration grid and the 
optical system to achieve optimum results. 

Should tests on this field ionization source not provide good results, there a re  other 
ways of producing the high field intensities necessary to field ionization, and some have 
already been suggested. Perhaps there are yet other more practical ways of achieving 
gentle ionization, but at this time the most promising way seems to be the use of very 
small diameter wires  to produce very high field intensities, allowing electrons to tunnel 
from the molecules to the metal surface. 
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APPENDIX 
PROGRAM FOR CALCULATING FIELD IN GRATING - PLANE GEOMETRY 

3200 FORTRAN ( 2 . 2 1  

PROGRAM HAIN 
WRITE ( 6 1 r 2 )  

- 

2 FORMAT(l1ZHZCALCULATION OF ELECTRIC F I E L D  A T  GRATING WIRES I N  A PA 

3 FORMAT( l3bHOCODE- - -RG=RACIUS OF G R I D  WIRE*AESPACING BETWEEN Q R P D  Y 
1IRESiDCGxDISTANCE PLANE T O  QRATINGrDGP=DISTANCE GRATING T O  F IRST L 
2ENS ELECTRODE.) 

WRITE (61;4) 
4 FORMAT(123H U=AXIS  VARIABLE PERPENDICULAR T O  PLANE, VZAXIS VARIABL 
it: ALONG GRATING CkNTERSrCODte--O CALCULATFS ONLY INPUT U AND V V A R  
2 I ABLES) 

WRITE ( 6 1 ~ 5 )  
5 FORMAT( 5QH 9 1  CALCULATES A T  1 0  DEGREE lNTERVALS AROUND WIRE.) 

9 FORMAT(104HOKAD IS AhGLE INCREMENT INDEX - I E  K A D = l 8 O  GIVES INCaEME 
WRITE(61,9)  

1NT OF 1 DBGREE. K A D t l 8  GIVES 1 0  DEGRFf INCREMENT.) 
W R I  TF( 61 ,141  

1 4  FORMAT( 53H I B  AND IE ARE BEGJNING AND ENDING DO LOOP INDEX NO'tS) 
EO=8.854E-12 
P I = 3 2 1 4 1 5 9 2 5 5 3 6  
NP: 0 
READ ( 6 0 r P 3 ) N O  

1 3  FORMAT(I5v 
8 READ ( ~ O , ~ ) R G , A I D C G I C G P I U I V I V G I V P ~ M O D E  
1 F O R M A T ( 6 E r 0 . 3 , 2 F 5 . 2 r I 5 )  

7 FORMAT(315) 

6 FORMAT(13lHO WIRE R4DlUS W I R E  SPACING D C G  DGP 

R E A D ( 6 0 s 7 f K A D * I B , I E  

WRITE ( 6 1 1 6 )  

1 U v V G  VP 
2 MODE 

WRITE ( ~ I ~ ~ ~ ~ R G , A I D C G , D O P ~ U I V , V , V G , V P , M O ~ E  
10 FORMAT(El3.3,E 1 7 . 3 r 6 E 1 5 . 3 r l P )  

FMUnL(2.*PI*DGP)/(A*ALflG(2.*SIN(PI*RG/A))) 
DF = DOP+ D C 6 + F M U D C G 
QC+atEO*A*(VP+FMU*VG))/DF 
Q G : ( f O * A + P M U * ( ( D G P * D C G ~ ) ~ V G - D ~ G * V P ) ) / ( n G P * ~ F )  
C:-(DCG*QC)/(A*EO) 
AA=-QG/(4T*PI*EO)  
e=?.  *P I / A  
Fs-QC/(EO*A) 
ANGIO, 0 
W R l T E ( 6 1 9 1 I )  

11 FORMbT(132H? A A G  U V 
1 POT EU FV 
2 €MA6 ) 

C O Y r F X P ( 2 . * 9 * U ) * 1 . - 2 . * E X P ( R * ( I ) * C O S ( B * V )  
VW=AA*ALOG(COM)+F*U+C 
E U = I A A * ( ~ : * R * ~ X P ( ~ . * ~ * U ) - ~ . * R * E X P ( B * ~ ~ ) + ~ O ~ ( B * V ) ) / C O M - F  
E V = - A A * ( 2 f * R * ~ X P ( B * U ) * S I A ( ~ * \ / ) ) / C O M  
E U M = L A A * ( ~ . * B I E X P ( - B ~ R G ) ) / ( E X P ( ~ R ~ R G ) - ~ , ) - F  
IF(YODE)77977,55 

77 W R ~ T E ( ~ ~ , ~ ~ ) A N G , U , V I V W ~ E L , E V . E U M  
12 FORMAT(F13.3,hE20.?) 
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- -- 
I F (  N-Nn1449  33 33 

& D = U < P D  
F K = V  
ANGs(FK*lt)*PI/AD 
DANO=ANG*$80./PI 
U*-RG*COSIANG) 
V*RG+SIN(ANG) 

55  DO ~ ~ K = I R , I E , I  

_____I 

I F  (N-NO 1 4 4 8 3 3 s  33 
44 GO T O  A 
33 W R I T €  (61~2%) 
22 FORMAT(  30HO ALL DATA CIAS BEEM PROCESSFD.) 

STOP 
END 

3200 FORTRAN DIAGNOSTIC RESULTS - FOP M A I N  
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SECONDARY TORQUES ON SPACECRAFT 

E. R. Sanford* 

INTRODUCTION 

A study was made to identify all torque-producing mechanisms which might operate 
on spacecraft and to study the nature and magnitude of those which, considering the ex- 
pected magnitudes of spacecraft dimensions and environmental parameters, could con- 
ceivably be significant in certain missions. In this context, "secondary" torques are 
those due neither to  mass ejection nor to internal mass redistribution. The study also 
considered the feasibility of simulating the various torque-producing mechanisms in 
the laboratory. 

1 

Since considerable work has been done on spacecraft dynamics and on torque mecha- 
nisms, this report will be largely a literature review, and partly a guide to the literature 
- with an attempt to reference only papers that clearly summarize or that are essential 
for an understanding of certain points. Therefore, most detail is omitted, since the 
reader can quickly understand the physics involved or determine the qualitative (and, to 
the extent possible without numerical work, the quantitative) nature of the mechanisms 
by consulting the references. 

When possible, the torques are classified according to the major environmental factor 
producing them. 

TORQUES ON SPACECRAFT DUE TO NEUTRAL 
ATMOSPHERIC INTERACTIONS 

At altitudes where there are significant percentage constitutions of neutral atoms 
and molecules, the surface of a spacecraft can undergo momentum interchange with these 
particles. With relative motion, these interactions can result in torques, if the interactions 
lead to forces that are asymmetrically acting about the center of mass. 

Since the trajectories of the neutrals are unaffected by the presence of a spacecraft 
until a surface encounter occurs, the problem of calculating the interactions basically de- 
pends upon the mathematical complexity of the geometry. However, the major uncertainty 
involves the nature of the surface interactions - the processes of sorption, accomodation 
and re-emission. The amount of momentum re-emitted is not wel l  known at present. 

Although the aerodynamics for the spacecraft case should be simpler than for  ordi- 
nary cases (the mean free path in satellite environments is probably always much greater 
than satellite dimensions so that collisions between neutrals can be neglected), little or no 
experimental evidence is available to determine the drag coefficients. Furthermore, even 
for the earth, densities at typical satellite altitudes are both poorly known and variable. 

There are three torque mechanisms to consider. A fourth, due to density gradients 
in the atmosphere, is Probably of no importance for even very large satellites. 

*Ohio University, Athens, Ohio. 
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The first torque mechanisms might be termed aerodynamic drag torque; it is due 
simply to the normal drag forces acting on projected areas removed from the center 
of mass. If the center of aerodynamic drag forces does not coincide with the center of 
mass, a torque wil l  result. Estimates of the magnitude of drag forces can be made by 
assuming no compression on the front of the satellite due to collisions among neutrals, 
and assuming diffuse reflection, from* 

1 
2 

F = - C (Area) ( d e n s i t y )  ( v e l o c i t y ) 2 ,  

with the drag coefficient c = 2. Reference 1 gives a good review of work in the field. 
Also see References 2, 3, and 4. 

. 
Magnus torque, familiar in the exterior ballistics of shells (see Reference 5). Since it is 
small  even for rapidly rotating shells in dense atmosphere near the earth, and since it is 
proportional to  density, slip coefficient, and spin rate  (all of which are very small  for 
satellites), this mechanism is negligible. 

Two additional mechanisms depend upon the spin of the satellite. The first is the 

The second spin-dependent mechanism might be called aerodynamic torque (Refer- 
ences 6 and 7). The same difficulties encountered in the drag forces beset its evalua- 
tion. This mechanism arises from the differing relative velocities of the peripheral 
parts of the spacecraft due to rotation about an axis perpendicular to the flight path. 
Hohl (Reference 6) calculates its value for the ECHO case, where it is found to bequite 
small. From the functional dependence of its value in that (spherical) case, it can be 
inferred that this torque component is small  in all practical cases. 

TORQUES ON SPACECRAFT DUE TO MAGNETIC FIELDS 
AND/OR IONIZED MEDIA 

Plasma-Spacecraft Interaction 

By f a r  the most difficult torque-producing mechanisms to evaluate quantitatively are 
those involving the interactions of spacecraft with ionized media, such as characterize 
satellite environments. The problem of the interaction of conducting bodies with ionized 
gases is a very old and still active one; and it has not been solved precisely for even sim- 
ple geometries, nor in the absence of magnetic fields. The literature is quite extensive, 
but an adequate review and evaluation of those aspects important to spacecraft can be 
found in Reference 8. This reference is a clear, cogent discussion of the mechanisms in- 
volved in the problem and a physical evaluation of the approximations made in the various 
attempts to attack the problem theoretically. Therefore, we  will not detail the mechanisms 
here. 

Our concern here is the situation where the free molecular flow regime applies (mean 
free paths much larger than spacecraft dimensions or ion-sheath thicknesses), where 
cyclotron radii are such that the electrons are effectively confined to magnetic field lines, 
and where satellite potentials are likely to be negative - the only cases thus far considered. 
As discussed in References 8 and 9, these conditions apply between about 300 km and about 
3,000 km above the earth. Below 300 km satellites normally do not operate for  long periods, 
and above 3,000 km the ion densities are so low and magnetic fields so small  that the 
torques discussed are probably negligible. 

*Provided spacecraft velocity >> neutral thermal velocity (always true at altitudeswhere neutral effects 
exceed ion effects). 
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All previous analyses have assumed that steady-state conditions apply and that the 
electromagnetic effects have negligible relaxation times. Certainly with respect t o  both 
response times important to satellite attitude change and t ime intervals during which 
satellite environmental changes of significance take place, the latter assumption is valid. 
As for the former, only low-frequency oscillations of the plasma can take place, and they 
should contain sufficiently small  amounts of energy so that their effect on the torque 
problem is negligible, 

As the only realistic cases, reference wil l  be made to those papers in which finite 
bodies are considered and in which the non-linear Boltzmann and Poisson equations are 
used.* Moreover, there are only three papers that treat the effect of the magnetic field 
in the region of the satellite surface (References 6, 12, and 13). It has been shown that if 
the cyclotron radius is much greater than the satellite radius (usually true), the effect of 
the magnetic field on ion behavior is small. However, the presence of an induction poten- 
tial along the satellite greatly modifies the current pattern in the satellite skin, a result 
which should alter the torques significantly. Another serious problem, although its sever- 
ity is difficult to evaluate in the absence of calculations and of a thorough study of the 
mechanisms involved, is the neglect of the effects of secondary and photoelectric emission, 
which can even drive the potential positive** below about 200 km and above about 1,000 km 
(Reference 9). Not only would the satellite equilibrium potential be modified by these 
effects, but their nonuniformity would also be expected to modify the surface charge den- 
sity and, hence, the torques. 

A good discussion of possible particle trajectories in the field of a charged body in a 
plasma and of the conditions of thermodynamic equilibrium can be found in Reference 10. 
See Reference 11 for a review of prior work and a presentation of a numerical method for  
finding particle trajectories, densities, and potentials. This study contains a method of 
doubtful validity and one applying only to satellities which have equipotential surfaces (not 
t rue in the presence of a magnetic field). 

The work of (Reference 14) Al'pert et al. contains the most complete discussion of the 
physics and mathematics of the problem, but considers the effect of a magnetic field only 
for the linear case and in the wake of the satellite. Medved (Reference 9) discusses the 
effect of secondary and photoelectric emission on the formation of the plasma sheath, but 
only approximately and in the absence of a magnetic field. Sawchuk (Reference 15) con- 
s iders  prolate spheroids, but not the effect of a magnetic field. Hohl and Wood(Reference 
13) allow for the effect of the field, but consider only the case of axial symmetry about the 
vector product of the relative velocity and the magnetic field. Further, they take the ion 
density as constant and the electrons as arriving strictly along field lines - an approxi- 
mation which may be good, but how good is not known. The same comments apply to the 
work of Hohl (Reference 6), where, additionally, the effect of photoemission is crudely 
considered. The work of Hohl and of Hohl and Wood in fact ignores the sheath effects en- 
tirely. Although this neglect might not change the total surface currents or  potential 
greatly, it might alter the surface potential gradients enough to have a marked effect on 
torques, which are quite sensitive to  changes in surface current distribution changes. 

Torques 

There is but one paper (Hohl, Reference 6) on the torques that might be present due to 
plasma-spacecraft interaction. There are three torque mechanisms. The first is called 
Coulomb torque, which is caused by the asymmetrical momentum exchange of ions with 

'\ 

*Maxwellian distritutions far from the body are assumed (see Appendix A). 
**See Appendix A. 
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the spacecraft. Hohl considers only the symmetric ECHO case, where asymmetric ion 
impact is due soley to the presence of the induction potential. It is a quite small  effect, 
as might be surmised from the quite small  Coulomb drag effect (Reference 16). 

The second torque, surface charge torque, is due to the presence of a nonrotating 
surface charge density resulting from the asymmetric surface potential gradient. If 
the satellite is rotating, the relative movement of the surface charge and the skin of 
the satellite leads to  joule heating and a despin torque. This is also a quite small  
effect; but, like all of the torques considered here, very difficult to calculate reliably. 

The third torque, the induction torque, results from the interaction of the magnetic 
field with the surface currents flowing as a result of the induced potential gradient along 
the surface of the satellite. While subject to all the difficult numerical calculation prob- 
lems of the torques of this paper, and while beset with all the uncertainties of the phys- 
ical mechanisms affecting its magnitude, this torque should be investigated further, 
since Hohl found it to have a magnitude (in the case of ECHO) equal to the eddy-current 
torque - which is not negligible. 

Simulation of the Torques 

Since the plasma-interaction torques are the most obscure and difficult to predict, 
experimental verification of their presence and determination of their magnitude may 
be important in those (fortunately few) cases in which it might be suspected that they are 
important to the mission of the spacecraft. The primary problem in the laboratory test- 
ing of actual or  model spacecraft for these effects lies in the simulation of the ambient 
field. While considerable progress has been made in the difficult problem of simulating 
the plasma environment for both stationary and moving spacecraft (References 17 and 181, 
it has been impossible so f a r  to simulate the relative motion of the spacecraft and the 
ambient magnetic field. Since the field is crucial to the torques considered here, this is 
a fatal flaw. 

TORQUE EXERTED ON RADIATING ELEMENTS 

Introduction 

It is well known that any interpretation of both classical and quantum physics which 
contains conservation of momentum must necessarily conclude that electromagnetic 
radiation carries both linear and angular momentum. In the case of angular momen- 
tum, the predictions are most transparent when a multipole expansion of the radiation 
field is made, since the angular expansion functions can be shown to be the eigenfunctions 
of angular momentum. Since the radiated f lux of angular momentum must be the negative 
of the time rate at which the radiating system loses angular momentum, a torque equal to 
this loss rate must be exerted on the radiating elements. With reference to space vehi- 
cles, this torque can result in an attitude change which could be significant under proper 
conditions. Although it requires significant radiated power of a polarized nature to yield 
a torque that is other than negligible, radiation torques may become significant in the fu- 
ture  when spacecraft car ry  high-power transmitters,* since in that case not only may the 

*It  should be remembered that the character of the pattern radiated from a system does not depend only 
upon the pattern of the antenna proper. Interaction with the skin of the spacecraft can, for example, 
cause elliptically-polarized radiation to be emitted i n  certain directions even when the antenna i s  
linearly polarized. A further practical consideration, of value i n  estimating the importance of higher 
modes for a given radiating system, follows from the work of Harrington (Reference 23) and of Chu 
(Reference 24). They show that, for a system i n  which the radiators are confined to a sphere of radius a, 
modes of order 1 > 27ra/X are supported with difficulty, that is, require excessive driving currents. This 
i s  because they have large reactive impedances, so either the source cannot supply the requisite currents 
or resistance losses damp these modes. 

I 
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power be large, but for long-range communication in ionized media the choice of polarized 
radiation may be essential. Moreover, suggestions have already been made for controlling 
the attitude of spacecraft by radiation torque (References 19, 20). Although the expressions 
{or angular momentum density of a radiation field a r e  available in the literature, either 
these expressions a re  quantum mechanical (References 21, 22) or they apply to simple radi- 
ation patterns only. Moreover, the author has found no classicalexpressionfor other than the 
z-component of the angular momentum. Therefore, it is the primary purpose of this paper 
to deve l~p  the general expression for the vector components of radiation torque, consider- 
ing an arbitrary current and charge distribution in the radiating elements. 

In what follows, gaussian units will be used and the development carried out in the 
terminology of the book by Morse and Feshbach (Reference 25), since this is a readily 
available reference containing much detail which affords a starting point well on the way 
toward the final result. The use of this reference will save much labor. The only other 
reference to come to the author's attention that carries out a sufficient classical develop- 
ment for our purposes is in the book by Papas (Reference 26). 

Multipole Expansions 

For purposes of computing angular momentum, the expansion of the radiation field in 
multipole field components is the most convenient method. Of course, any complete set  of 
functions could be used, including plane waves, but the mathematics would be prohibitively 
difficult and the results hard to interpret. The expansion is done for monochromatic sinus- 
oidal exciting currents,* and complex notation is used. The final results, naturally, wil l  
be obtained from the real  parts only. It should be noted that the expansion of the field is 
arbitrary, in the sense that the orthogonal axes can be chosen at will. Therefore, in prac- 
tice it is well to choose the axes with care, otherwise the radiation field contains more 
components than a re  necessary. For example, if the radiation were pure dipole and the 
z -axis were not chosen to be the z - a x i s  of the dipole moment, the resulting field would 
contain more than a simple dipole component - a condition which would not change the 
physical results, but which would result in awkward expressions. Anticipating the results 
below, it might be noted at this point that, if  there is only one multipole component, the 
torque has z component only (provided the "natural" z-axis was selected) and that its 
value is m / w  (total radiated power), where m is the axial index inthe spherical harmonicY,, 
and w is the angular frequency. For example, for circularly polarized dipole radiation, 
where the Y,, component only is present, the torque on a 1-kw, 100-mc antenna would be 
(1) (1,000)/2~ (108) = lO-'/2 T newton-meters. Although in general the radiation pattern 
and the torque contain interfeTence terms, the radiated power (total integrated over solid 
angle) is given by the sum of the powers radiated by each multipole. 

In any spherical shell, the angular momentum flux is the same, since its density 
decreases as r2 ; however the volume of the shell varies as r2 also. So, we will evaluate 
the last integral as r -+a . 
Notation 

We shall follow the notation of Morse and Feshbach (Reference 25). Some of the 
relevant definitions are given below. Spherical harmonics: 

Y x z  = cos m + P z  (cos 8)  

Yx: = s i n m 4 P l  (cos 8)  

*This could be one Fourier component of a general excitation. 
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Electromagnetic quantities: 

Poynting vector (power flux) = s = 5 (E H) 

Linear momentum density = S / c 2  

Angular momentum density = R S / c 2  

1 Angular momentum flux CR x S / c 2  = - R~ ( E ~  H) 
477 

Torque = T = J& R X  (Ex  H) dQ 

4rr 

= jR/2 R x ( E x H ) s i n B d B d +  
477 sphere 

Since we shall be using complex vectors, the results will be given by, for  example, 
one-half the real  part of (E* X H). 

Spherical Bessel functions: 

(out go ing  wave) 1 .-4-l e i k r  h4 = j 4  + i n 4  - - 1  
k r - m  k r  

These functions will not be normalized. 

Computation of Torque 

We will begin with the expressions in Morse and Feshbach (Reference 25) for the 
electric and magnetic field intensities (their equation 13.3.86). These expressions are 
in terms of the M and N vectors of their equations 13.3.68 and 13.3.69, which, in turn, 
a re  expressed in terms of the vector functions P, B, and C of the tables on pages 1898- 
1900. From these we find that 

2 32 



g24'k.e  k8 '  (4 - I)! (4' - 1 )  ! (4 -m) ! (4' - m') ! 

(4 tm)! (4' tm')! 'm 'm' c (24)!  ( 2 4 ' ) !  
E * x H = k 4  

44' 
m m '  
cr u' 

Here 

and 

where m = odd o r  even, and m:z and 
of the vector potential; Le. for an excitation current density J(Ro) , 

are the multipole parameters in the expansion 

and 

where 

4 is summed from 1 to CO; 

m runs from 0 to 5. 
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Two terms in the summationhave been omitted. These involve terms in M*x M and N*x N. 
It is easily seen that the sum of these terms is zero. 

We now express the M3 and N3 vectors in terms of the P, B,  and C vector functions 
in the spherical coordinate system. Since the torque expression contains R x IP x H , we 
need use only the 6 and 4 components of M3 and N 3 .  Moreover, it is easily seen that 
the terms in pet p;:dfwill yield nm8nmf$f,as the terms in hg&fhz.ef 1, yield mm.emmf$f, provided 
the sums give &,f, as they will be shown to do. So, we will consider in detail only the 
term in the brackets 

Writing this out in vector components, we obtain 

Taking the cross-product of rGr with this, we get 

Transforming to Cartesian coordinates from 

= cos 0 cos 4 Gx t cos  e sin 4 Gy - s i n  e G z  

and further transforming to spherical basis vectors 
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we obtain 

4 t m  * x2.e XmI.e' - cos + - m(24 t 1) 
4(4 t 1) 4 x4-l,m XtlrnI + 

i cos 9 s i n  + 

This can be written 
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Consider the following recursion relation (Reference 25, p. 152) for associated 
Legendre polynomials: 

24 + 1 (4+1) (4+m)P~- l  -4(4  - m  + 1) Px 

4(4 + 1) 
(24 t 1) cos BPT sin ep[+l = + +  - 

.e(4 + 1) 

We have used another recursion relation to replace the last square bracket. From this, 
the it term in the several earlier equations becomes 

Now consider the recursion relations 

Multiply the first by4 I m + I/$ + m, the second by 4 + m / $ ,  and subtract the first from 
the second. We get 

So, the i- term becomes 
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. Hence, the integrals involved are of the form 

From the orthogonality relations, we get for 

for 

and for 

The entire expressions then become, for 
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for  

and for 

Now, we multiply by r 2 / 4 n  and take the limit as r + . 

1 
k2 

- - .  ) e- ikr  elkr - 
r2 -~ ' - I ) ( -~-&'-I  Lim r2hilhtr =-(i 

r -a k2 r2  

So 4n cancels in the above expressions, and there is k3 in the denominators. 

Referring to the expression for E*x H near the beginning'of this subsection, we 
get the final results for the torque components: 

2 - 224  k2' (4  - 1) ! (8 - 1) ! 4 4  

Em 4(.p t 1) 4 . m  (24) ! ( 2 4 )  ! k3 c2 (2d t 1) 

I h k  Go t identical terms in pmd (4 -m) ! (4  - m) ! t m) ! 
( 4 + r n > ! ( & t m ) !  (4 - m ) !  

m 

Using the definitions of the h and p coefficients, we get 
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which is m / w  times the radiated power expression (13.3.87) of Morse and Feshbach. 

To find the x and y components of torque, the transformation equation for a 
vector expressed in spherical basis vectors should be used; that is 

One then takes the real  part of this, the factor 1/2 having been included above already. 

TORQUES ON SPACECRAFT DUE TO PLANETARY 
MAGNETIC FIELDS 

Several torque-producing mechanisms result from the interaction of the conducting 
materials of or  the magnetic moments aboard satellites within external magnetic fields, 
such as the earth's. Here we consider only uniform external fields, since the effects of 
any field gradient over the dimensions of satellites will be small compared with the 
primary effects due to the average field. 

If the ambient magnetic field is known and the satellite is spinning or  tumbling, 
energy will  be taken from the spin kinetic energy by what might be called ferromag- 
netic hysteresis torque. If any ferromagnetic or strongly paramagnetic substances are 
aboard, the changing magnetic field in them caused by rotation will lead to hysteresis 
loss, hence, a despin effect. The ability to compute the magnitude of the effect is 
strongly dependent upon knowledge of the magnetic history and magnetization curves 
of the materials. In the very low fields encountered in space, this knowledge is scanty. 
In addition, theories for hysteresis loss a re  not well developed. A good exposition of 
this "torque" can be found in Reference 4. If a conducting medium rotates with a com- 
ponent of its angular velocity perpendicular to a magnetic field, eddy currents can be 
set  up. These currents interact with the field to produce the eddy-current torque. In 
general, this torque has a despin component and precessing components, the latter 
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tending to average out over an orbital period. The computation of eddy currents and their 
resulting torques is quite complex, except for simple geometries, such as uniformly- 
conducting spheres (References 27, 28-31). Applications to more complex geometries 
can be done with numerical methods (References 28, 31, 32). In general, this torque 
should be proportional to the angular velocity and the square of the field, as well as to 
some high power of the size of the satellite. 

A possible torque-producing mechanism would be the interaction of RF-generated 
currents in spacecraft surfaces and the ambient magnetic field. For radiated power 
levels currently envisaged, this effect may be small, and, in any event, would be expected 
to average to zero because of the cyclic nature of the currents. However, this aspect 
has not been investigated in detail. 

If the spacecraft has permanent magnetic dipoles aboard, there wil l  be torques pro- 
duced given by the cross  product of the dipole moment and the magnetic induction. Per- 
manent dipole moments can be those of current loops or those of ferromagnets. Moreover, 
the field can induce dipole moments in strongly paramagnetic materials. These moments 
have been shown to be significant in certain spacecraft (References 2, 30, 33, 34, 35) and 
can be used for orientation and spin control (References 30, 32, 35). With magnetic test 
facilities in which the fields can be rotated, it should be possible to simulate these torques. 

VARIOUS TORQUE MECHANISMS IN SPACECRAFT 

This section discusses several  secondary torque mechanisms which form no class. 
In addition, it concerns the satellite dynamics which must be understood to evaluate the 
effect, and sometimes the importance, of various torques on the orientation of a satellite 
relative to its center of mass. 

Satellite Dynamics 

The classical mechanics of the behavior of rigid bodies is so well known as to require 
no elaboration here. The best sources of the theoretical development with emphasis on the 
spacecraft case are found in References 4, 36, and 37. These are but two comments 
required concerning the torque problem. First, since all the torques we have considered 
are "feeble" relative to onboard reactions torques, and in view of the magnitude of 
asymmetric-satellite moments of inertia, the time intervals required for significant 
changes in spacecraft attitude are quite long as compared with the relaxation times of the 
many mechanisms leading to the torques. Therefore, in solving the dynamical equations 
of motion, instantaneous torque values can be used. Second, since the general dynamical 
equations for a rigid body involve six degrees of freedom, three of which can be written 
in terms of the the center-of-mass coordinates and three interms of the orientation coordi- 
nates relative to the center of mass, the coupling of these equations must be considered. 
To a good approximation, the torque- dependent, center -of - mass equations are independent 
of the orientation equations (for small  bodies), except insofar as the changes in orientation 
affect the forces leading to changes in orbital elements. However, the center-of-mass 
motion affects the torque equations strongly, since most torque-producing mechanisms 
are strong functions of the environment, which changes rapidly for orbital motion about 
most celestial bodies. 

There are times when the fact that a satellite is not truly a rigid body is important. 
A s  is shown inReferences 4,36,37,and38, a satellite subject to no external torque wi l l  
lose energy of rotation such that it changes its orientation, because its stable spin axis is 
along the axis having the largest moment of inertia. This effect could be called a vibration- 
damping "torque."* It has, in fact, been used for attitude control. 

*See Appendix B. 
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Radiation Pressure 

Obviously if  a satellite is not area-symmetric with respect to the center-of-mass on 
a projection plane perpendicular to sources of radiation, a torque due to radiation pres- 
sure  can exist. In the solar system, probably only the sun has a density of radiation 
sufficient to make this pressure a significant torque mechanism. The problem of comput- 
ing the magnitude of this effect is quite straightforward (References 3, 4) and only com- 
plicated by complex geometry and the uncertain knowledge of the reflection properties of 
surfaces. The first complication is a purely mathematical one; but the latter is quite 
serious, and leads to large uncertainties. 

Solid-Body Impact 
*a* 

Space is permeated with a large flux of more-or-less solid bodies of large velocities. 
If they strike a spacecraft, impact angular momentum will, of course, be imparted to it. 
The magnitude and frequency of such momentum transfers a re  quite uncertain, not only 
because of the relatively unknown nature of the mass and speed distributions of the im- 
pacting bodies, but also because of the somewhat uncertain resistance properties of the 
satellite materials . 
Electric Torque 

If an electric dipole moment is aboard and if the satellite enters an electric field, a 
torque will result. No known electric fields of any significant magnitude exist in space, 
and the charge separation on board is small, being due primarily to the surface charge 
accumulation caused by induction. 

Gravity - Gradient Torque 

This well-known torque (References 4, 39-43) is significant in many cases of inter- 
est, and is being utilized for attitude control. Without damping, in an orbit, it leads to 
oscillations of spacecraft attitude, but no constant rotation. Provided the moments of 
inertia and the gravity field a re  known, it is readily calculable. 

G ener a1 

It would appear that, to a high order of precision, all of the torque-producing mecha- 
nisms a r e  (instantaneously) independent of each other. Only if a torque were to produce 
a distortion of the structure (impossible for the feeble effects considered), or i f  the field 
produced by one mechanism interacted with those of another, need interaction be considered. 
The latter does, of course, occur, but must be very small. Even in the case of the eddy- 
current torque, where quite large (relative to those of other mechanisms) body currents 
a r e  generated, the field produced by these currents, for the low satellite spin velocities 
extant, is orders of magnitude smaller than the ambient field causing the currents. 

Many of the torque mechanisms considered in this paper, as well as some of the 
vector components of many, while momentarily large, average to zero or a small value 
over finite times* (commonly, an orbital period). This fact should always be keptin mind 
when evaluating the importance of a torque, since satellite rotation velocities resulting 
from these feeble torques a re  low. 

*But see Reference 44. 
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APPENDIX A 

Are the electrons and ions in the ionosphere in thermal equilibrium, even in the 
absence of a spacecraft? Certainly not during the day in, say, the peak of the F region. 
There must be a high-energy tail to the distribution. This tail could cause a satellite 
to acquire a quite large negative potential. The same lack of equilibrium must exist 
in radiation belts, which are characterized by long relaxation times. 

An upper limit to the positive potential that a satellite can acquire due to photo- 
emission can be estimated to be about 6 volts, since the emitted electrons a r e  of low 
energy. However, for secondary emission caused by ions or, more importantly, by 
neutrals, the potential can be much greater, in principle, perhaps even hundreds of 
volts, for the high densities present at low altitudes. (See Beard and Johnson, "Iono- 
spheric Limitations of Attainable Satellite Potentials," J. Geophys. Res. 66:12, 1961). 
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APPENDIX B 

An interesting mechanism for structural hysteresis effects on spin rate, one 
which is of current interest, concerns long, flexible booms on spacecraft. Bending of 
the booms can result from two causes: gravity-gradient forces (Reference 45) and 
thermal bending (Reference 46). For a satellite rotating with respect to the gravity 
vector, a periodic storage and release of strain energy results, which can lead to spin 
decay. For orbital motion, there is also the possibility of resonance effects between 
the frequency of strain release and the natural frequency of the boom. 

Although thermal bending in itself cannot cause spin decay, since the energy 
originates in the thermal source (solar radiation) - not in the spin kinetic energy -, 
because of thermal delay times, a resonant transfer of rotational momentum can occur 
for  a spinning satellite. For a non-spinning satellite, if the bending is such that the 
boom enters a non-elastic range, there is the possibility of shock-excitation of boom 
oscillation when the boom enters o r  leaves the shadow of the radiation source. 
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MICROWAVE AMPLIFICATION AND GENERATION EMPLOYING 
SOLID STATE BULK EFFECT DEVICES 

S. V. Jaskolski* 

ABSTRACT 

The immediate goal of this project was the in-house construc- 
tion of a solid state microwave source, generating 100 mw, of con- 
tinuous power, at 55 gHz. Because the state of the a r t  lacks the 
degree of sophistication in device construction required to accom- 
plish this feat, this goal was not attained. It is our opinion that this 
goal will not be achieved employing the pure Gunn mode, but will be 
achieved employing the LSA mode of operation of a Gum effect de- 
vice. In the process of attempting to attain this goal, we have SUC- 
cessfully developed an extremely reliable contacting technique which 
will be of particular use for epitaxial material. Also, reproducible 
pulse-operated devices have been constructed which function a s  
either oscillators or amplifiers. In addition, the existence of a 
heretofore unrecognized difficulty in device construction has been 
established, namely, the importance of trapping levels in the for- 
bidden gap of GaAs. Finally, an anomalous photo-effect has been 
observed in bulk GaAs, in which, a s  the wavelength is increased, the 
induced photovoltage reverses polarity, in a symmetrical fashion, 
at energies corresponding approximately to the fundamental band 
gap energy. 

INTRODUCTION 

The immediate goal of this project was the in-house construction of a solid state 
microwave source, generating 100 mw, of continuous power, at 55 gHz. With this goal in 
mind, all single solid state devices are totally eliminated from application with the unique 
exception of bulk effect or,  somewhat synonymously, "Gunn" effect devices (References 
1, 2). The "Gunn" effect is a quantum mechanical phenomenon, initially observed by J. B. 
Gunn in 1963, although previously theoretically postulated by Ridley and Watkins (Reference 
3) and Hilsum (Reference 4). The phenomenon occurs in bulk and polycrystalline material 
which possesses a particular band structure in k (momentum) space. The bulk samples do 
not contain any junctions, other than the low resistance, ohmic, non-rectifying, non-inject- 
ing metal to semiconductor contacts. 

The generation of RF  energy always requires the existence, somewhere within the circuit, 
of negative resistance. The mechanism by which theGunn effect negative resistance is at- 
tainedcan be simplyunderstood when one recalls that the car r ie r  effective mass in asemicon- 
ductor is inversely proportional to the curvature of the energy band diagram in k (momentum) 
space. The conduction band structure of GaAs in the reduced Brillouin zone is illustrated in 
Figure 1, along with the effective mass and the corresponding mobility values for each valley. 
Note that the secondary or subsidiary o r  satellite minima (which are sixfold degenerate) pos- 
sess far less curvature than the lowest minima. Hence, if a carrier can be transferred from 
the lowest minima to the subsidiary minima, its effective mass is drastically increased and, 
correspondingly, its mobility is drastically reduced. If the appropriate scattering mechanism 
is available to supply the momentum change required in the valley transfer process, a carrier 
can be made to transfer f rom the lowest minima to the subsidiary minima by simply supply- 
ing to the sample a sufficient amount of energy. 

*Marquette University, Milwaukee, Wisconsin. 
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Figure 1 -The conduction and valence band struc- 
ture of GaAs. The carrier effective mass and mo- 
bil i tyfor the lower valley, L, and the uppervalley, 
U, are as follows: 

Lower Val ley Upper Val ley 

Effective Mass 0.72 rno 1.2 rno 

Mobility (crn2/vsec) 5 x lo3 100 

m, = rest mass of an electron 

In practice, the predominant scattering mechanism in polar semiconducting GaAs is 
optical phonon scattering (assuming doping concentrations less than lo1’ /cc) (Reference 5), 
which can account for  the required momentum (mutation of the k vector) change in the val- 
ley transfer process. Hence, when an increasing dc voltage is placed across an n-type 
GaAs sample, the carr ier  - or, rather, carriers - ttmove up” in energy in the lowest val- 
ley (k = 0). However, when a sufficiently large dc voltage is applied, the carrier energy in 
the lowest valley can exceed 0.36 ev and, at this time, the car r ie rs  wil l  scatter into the 
subsidiary minima and, from a quantum mechanical viewpoint, will take on the character- 
istics of that valley. The critical or threshold field for the valley transfer process in GaAs 
is on the order of 3,000 v/cm (References 6, 7, 8). 

Physically, one places a dc voltage across the sample of n-type GaAs, and increases 
the voltage. Correspondingly, the current increases, at first linearly, but eventually non- 
linearly, reflecting the dependence of the car r ie r  mobility on the electric field (References 
9, 10, 11). When the threshold field is reached, a sufficient number of carriers are trans- 
ferring to the subsidiary minima so that the mobility te rm in the conduction current density 
takes on the value of the subsidiary minima mobility. Hence, the current decreases with an 
increase in voltage, and a bulk negative resistance effect is obtained, as illustrated in Figure 
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Figure 2-The volt-ampere (or ve- 
locity-field) characteristic for a 
GaAs Gunn type bulk effect device. 

2. Shockley has shown that this is an unstable situ- 
ation, and that when the critical field is exceeded, 
the field within the sample becomes highly non- 
uniform (Reference 12). A typical non-uniform field 
is illustrated in Figure 3(a), where the total area 
under the field versus distance plot must satisfy 
the boundary condition. Furthermore, as experi- 
mentally verified (References 1, 2), Shockley has 
shown that the sample field non-uniformity con- 
vectively propagates, as illustrated in Figures 3(b) 
to 3(d). During the convective propagation process, 
the high field region, or  domain, grows in ampli- 
tude and decreases in width. Correspondingly, in 
general, the field throughout the remainder of the 
sample (termed the sample low field) decreases, 
so  as always to satisfy the boundary condition. The 
peak field within the convectively propagating 
domain has been shown experimentally (References 
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Figure 3-This sequence i I lustrates 
the formation and convective propa- 
gation ofa high field domain within 
a Gunn type bulk effect device 
biased into the negative resistance 
region, as a function of position. 
Thesample length i s  W. The domain 
forms, convectively propagates, and 
exits from the bulk sample at mi- 
crowave frequencies, thereby pro- 
ducing microwave current oscilla- 
tions. As the domain propagates, 
thepeakdomain field, E,, as i n  (b), 
increases i n  magnitude, and the 
sample low field, E,, as i n  (b), de- 
creases in  magnitude, as shown in  
the sequence of figures. For sim- 
plicity, the ordinate and abscissa 
are labeled only i n  Figure 3(a). 

13, 14) and theoretically (References 15, 16) to exceed 80kv/cm, and the sample low field 
approaches 1,300 v/cm (References 15, 16, 17). Each time the propagating domain exits 
from the sample, a burst of current is observed. In a homogeneous sample, due to polari- 
zation effects, the domain originates at the cathode and exits at the anode. Hence the oscil- 
lation frequency is inversely proportional to the sample length and directly proportional to 
the car r ie r  drift velocity. Thus, assuming a car r ie r  drift velocity of 1 X 10' cm/sec, a 
sample 100 microns thick will oscillate at 1 gHz. The frequency of oscillation is commonly 
termed the Gunn transit time frequency, f , .  

Hence, the Gunn effect is basically a transit time effect, a fact of vast importance to 
those interested in solid state microwave generation. Since there is no junction present, 
capacitance plays a negligible role in te rms  of frequency determination. To increase the 
oscillation frequency, one simply decreases the sample length. Since the sample cross- 
sectional area is irrelevant, arbitrarily large cross-sectional area samples can be con- 
structed, and hence phenomenal power handling capabilities can be foreseen. It should be 
mentioned that the phenomenon has also been observed in InP and CdTe (Reference 18), both 
compound semiconductors possessing band structures similar to that of GaAs. 

The qualitative discussion presented thus f a r  is simplicity in itself, but adequate to 
provide a basis for mutual discussion. In practice, many subtle difficulties have arisen in 
the construction and implementation of bulk effect or Gunn effect devices. Although the 
phenomenon was  observed in 1963, reliable commercial devices have yet to  be marketed. 
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In te rms  of construction, the difficulties are: (a) obtaining homogeneous material of 
, accurately known carrier concentration and carrier mobility, (b) construction of low re- 

sistance, ohmic, non-rectifying, non-injecting contacts, (c) determination of the electrically 
active length as well as the physical sample length, (d) construction of reliable, long-lifetime 
contacts, (e) obtaining adequate heat dissipation so as to promote the continuous operation 
of the devices, (f) obtaining CW operation. In addition, since GaAs is an extremely brittle 
material, extreme difficulties in sample handling are incurred. 

Experimentally, the major difficulty concerns inconsistency relative to the theoreti- 
cally expected results. In general, Gunn effect type devices have been observed to generate 
frequencies much greater than the Gunn transit time frequency, f, (References 13, 15, 19), 
equal to the Gunn transit time frequency (References 15, 20, 21), and much less than the 
Gunn transit time frequency (References 15, 21, 22 23). Hakki and Knight have observed 
drastically different experimental microwave results from devices made from the same 
ingot, but subjected to different contact alloy temperature cycles (Reference 21). In addi- 
tion, Copeland (Reference 20) and Shaw and Shuskus (Reference 23) have observed a new 
mode of oscillation in Gunn effect type devices which is definitely not a transit time effect. 
Copeland has termed this mode of operation, which results in greater frequency and power 
capabilities than the normal Gunn transit time effect, the Limited Space-charge Accumula- 
tion, or  LSA, mode. 

Thus, because of the difficulties with device construction and circuit implementation 
encountered in bulk effect semiconductors, a large amount of research is being actively 
pursued. Although the primary goal of this project was to develop bulk effect Gunn type 
oscillators and amplifiers, the above-mentioned difficulties were so prevalent that the 
following sub-categories were deemed advisable as "steps along the way": 

1. Develop a theoretical analysis of domain dynamics, with the goal being to explain 
the large number of seemingly anomalous experimental results (References 15, 19, 
21, 22). 

2. Experiment with device construction techniques, that is, sample handling, prepa- 
ration, contacting, and heat dissipation techniques. 

3. Employ the constructed devices as oscillators and/or amplifiers. Determine the 
effect, on the microwave performance of these devices, of sample resistivity, 
sample preparation, and contact alloying techniques. 

THEORETICAL ANALYSIS 

A great amount of theoretical effort has been devoted towards developing an under- 
standing of Gunn effect domain dynamics (References 6, 7, 24). Unfortunately, the results 
contain such a large degree of mathematical sophistication that their usefulness is all but 
totally lost. In addition, the theoretical results verify nothing other than the Gunn transit 
time mode, and hence are of no use in explaining the large amount of anomalous data 
reported. 

To obtain a more heuristic knowledge of domain dynamics, the author has recently 
developed, prior to his joining the Goddard Summer Workshop, a graphical analytical tech- 
nique of analysis of domain motion, which is being published elsewhere (Reference 16). The 
results of the graphical analytical technique do explain all of the anomalous modes which 
have been experimentally observed (References 13, 15, 16, 19-22). The salient points of 
the results of this analysis will now be qualitatively presented so as to serve as a basis for  
further discussion. 
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Five distinct bias-voltage-dependent modes of oscillation can be obtained from a 
given Gunn effect device in a given microwave circuit. These are listed alphabetically, 
in an order which corresponds to the increasing voltage ranges over which they are 
bbserved. 

Mode A. This is a pulsed microwave mode of operation. It is observed at bias volt- 
ages over a narrow range just about the threshold voltage. The total sample voltage across 
the GaAs bulk effect device consists of the dc bias and a superimposed RF due to the voltage 
developed across the resonant circuit. If the period of the R F  is much greater than 2r, 
where Y is the normal Gunn transit time, and i f  the RF amplitude is such that over some 
portion of the R F  cycle the total sample voltage drops below the dynamic (References 15, 
16, 25, 26) threshold (the dynamic threshold voltage is less than the static threshold volt- 
age and is of significance only when a domain exists within the sample), then the sample wi l l  
be observed to oscillate in the normal Gunn transit time mode or at the normal Gunn transit 
time frequency while the total sample voltage exceeds the threshold voltage. However, when 
the total sample voltage is below the threshold, the device cannot oscillate and the sample 
current is determined by the low field current. Hence a pulsed microwave mode occurs, 
with the microwave oscillations being generated for approximately one-half the RF  period. 
Employing a low-frequency scope, one sees a low-frequency relaxation oscillation (Refer- 
ence 22), which corresponds to the RF period. This mode of operation has been observed 
in some of the samples constructed during the Summer Workshop. The RF period is de- 
termined by the external bias circuit and hence is extremely circuit-dependent. It occurs 
only near threshold because here the possibility is greatest that the initial oscillation is 
such that the microwave RF by-pass circuit is not functioning properly. 

Mode B. When the bias is increased above threshold, the RF period is less than Y, 
and it is possible for the RF  amplitude to be so large (particularly in a high Q circuit) that 
the total sample voltage drops below the dynamic threshold before the convectively propagating 
domain reaches the anode. Hence, the domain effectively travels a distance much less than 
the sample length, simply because the total sample voltage is not large enough to sustain it. 
The oscillation frequency is much greater than the Gunn transit time frequency; but the mi- 
crowave power is much less, since the domain has not been allowed to grow to its full ex- 
tent. Assuming an RF amplitude of essentially constant magnitude, as the dc bias is in- 
creased, the oscillation frequency will decrease because the total sample voltage lies below 
the dynamic threshold for successively shorter amounts of time. Correspondingly, the mi- 
crowave power will increase because the domain is allowed to grow to a fuller extent. This 
mode is still a transit time mode, but the effective transit distance is rigidly controlled by 
the dc bias. For Gunn oscillators with a transit time frequency of 18 gHz, Mode B operation 
has been obtained which produced oscillation frequencies which varied from 35 to 28 gHz 
over a one-volt bias range (References 15, 16). 

Mode C. Again assuming a constant RF amplitude, as the dc bias is increased, Mode 
B will eventually cease when the total sample voltage is such that it always exceeds the dy- 
namic threshold. However, over a small voltage range exceeding the Mode B range, it is 
possible for the total sample voltage to lie, at some time during the RF period, between the 
dynamic and static threshold voltage. In this mode of operation, multi-frequency oscillation 
is usually observed, due to the multiple points of operation on the static-dynamic volt- 
ampere characteristic of the device. 

Mode D. If the dq bias is further increased, and the RF amplitude is assumed to re- 
main constant in magnitude, a bias point is reached where the total sample voltage never 
drops below the static threshold. In this case, the pure Gunn transit time mode is observed. 
The frequency of oscillation is essentially voltage-independent, and will be observed over 
a large bias voltage range up to essentially the valley voltage, V, (see Figure 2). 
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Mode E. When the bias voltage exceeds the valley voltage, a new multi-frequency 
mode is observed, due to the possibility of more than one domain forming or existing within 
the sample. This mode has been experimentally observed by Gunn (Reference 13), and 
theoretically verified (References 15, 16). 

The theoretical analysis then indicates the possibility of at least five unique voltage- 
dependent transit time modes in a given Gunn effect device. All of these modes have been 
experimentally observed and reported in the literature, and the theoretical correlation 
with the experimental results is quite satisfying (References 15, 16). In addition, of course, 
there is the sixth possible mode of operation of a Gunn effect device, not a transit time ef- 
fect, namely, the LSA mode. 

DEVICE CONSTRUCTION 

Difficulties 

In general, we have attempted to construct Gunn type bulk effect devices from n-type 
GaAs. The GaAs was purchased from the Monsanto Co. and was bulk material  of the boat 
grown, oxygen doped variety. We have also employed epitaxial GaAs obtained from Mon- 
santo. The use of epitaxial material was  attempted because bulk GaAs cannot be lapped to 
thicknesses less than about 2 mils. Since the Gunn effect is a transit t ime effect, thinner 
material was  desired in order to obtain higher oscillation frequencies. The epitaxial ma- 
terial  was purchased in thicknesses ranging from l to 19 microns. 

To construct a high-frequency, continuous-operation G&n effect device, ohmic, non- 
rectifying, non-injecting contacts are required. Also, to obtain continuous operation, some 
adequate means of heat dissipation must be developed. To remove the heat, or rather to 
reduce the effects of electrical heating, several  approaches, or  a combination of these ap- 
proaches, were taken. Most obviously, good heat sinking of the material is required. This 
fact in itself presented a problem, because of the limited variety of microwave packages 
available. Second, the thinner the sample, the smaller is the distance for the heat to travel 
through the material before it is removed. As pointed out, because of the brittle character 
of GaAs, bulk GaAs can practically be lapped down to a minimum thickness of 2 mils. Thus, 
to lessen the heating effects, thinner material is advisable, which is another reason why the 
use of epitaxial material was explored. Also, it has recently been pointed out that epitaxial 
GaAs has a positive temperature coefficient of resistance, as opposed to a negative tem- 
perature coefficient for  bulk GaAs (Reference 27). Thus epitaxial GaAs has a built-in pro- 
te'ction against thermal runaway. From this standpoint also, then, the use of epitaxial ma- 
terial seems advisable. 

Because of the heating difficulties, that is, thermal runaway, we have not yet obtained 
continuous operation of any bulk effect devices. We have thus f a r  always operated in the 
pulsed mode, and have reached a maximum duty cycle of about 65 percent. The primary 
difficulties we have encountered, other than heating, o r  rather thermal runaway, are the 
construction of contacts, annealing effects due to the contact alloying cycle, and packaging 
of the devices. Each of these difficulties will now be treated separately. 

Contacts 

Since the original observations by Gunn, it has become evident that the role of the 
electrical contact is not always negligible in what is primarily a bulk effect in GaAs (Ref- 
erences 1, 2, 21, 28). It is desirable that the contact have a low, linear series resistance, 
be non-injecting in the presence of high applied fields, and be uniform and reproducible. 
It is also desirable that the contacted device be bidirectional, that is, function identically 
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in either direction. Tin has been largely employed as an alloyed contact for GaAs (Refer- 
ences 2, 19, 28, 29), and was the initia: c,ontacting process attempted in this project. The 
GaAs samples were  lapped and cleaned employing standard techniques. The GaAs die 
dimensions were on the order of 30 X 30 X 10 mils. Two-, 5-, and 10-mil diameter tin 
spheres were alloyed onto both sides of the GaAs sample, the sample being held in a car- 
bon jig. The alloying cycle lasted approximately four minutes, reaching a maximum of 
450°C for about 20 seconds. Many samples appeared shorted after the alloying process, 
and those that were not shorted did electrically short out under the application of fields far 
below threshold for the Gunn effect. Occasionally, however, some functioning devices were 
constructed employing this technique. With the devices that did function, the microwave 
results usually consisted of multi-frequency fundamental oscillations, the fundamental 
frequencies being on the order of 2 to 3 gHz. These microwave results indicated that the 
tin contacts were not very uniform, so that there were several  domains forming and exist- 
ing, simultaneously, within the samples. Also, the oscillation frequencies for these samples 
were unusually high for the given sample thicknesses. This result indicated that the tin was 
diffusing, during the alloying process, a considerable distance into the bulk of the GaAs 
sample, thus effectively reducing the electrically active sample length. 

Detailed examination of the shorted samples indicated that the tin tended to form islands 
on the GaAs surface and also to channel or "finger" deep into the bulk of the GaAs samples. 
On the basis of the microwave results of the functioning samples, this observation seemed 
to be verified. On the samples that were found to be shorted after the contact alloying 
process, it was  found that the tin had channeled through the entire sample. In those that 
were not initially shorted, channeling still occurred, to such an extent that a low field 
actually produced a breakdown in the bulk of the material. 

Low melting temperature indium alloys and pure indium were also investigated for  
their contact properties. The pure indium alloy contact process seemed to yield the best 
results in te rms  of the number of successfully contacted samples. The alloy cycle which 
proved most fruitful lasted over 20 minutes, with the maximum temperature of 350-400°C 
being reached after approximately three minutes. This maximum temperature w a s  main- 
tained for at least two minutes, and was  followed by an  extremely slow cooling process so  
as to eliminate thermally induced stress and strain at the contacts. 

Eventually, the indium alloy contact process evolved into a single cycle, in which an 
In-GaAs-In sandwich was placed into the microwave mount and the mount placed into the 
carbon jig. The sample was then alloy contacted within the microwave mount, employing 
an RF furnace. 

The RF furnace was produced by Lepal High Frequency Laboratories, Inc., Model 
T-1-WH-MC2-A-B. The furnace itself proved to be a source of considerable irritation. 
Although the RF coil diameter was on the order of 1.5 inches, both radial and vertical 
temperature gradients existed. The radial gradient was of such a magnitude that samples 
placed simultaneously on opposite ends of a line drawn diametrically within the RF coil 
alloyed, in the temperature cycle, several  minutes apart. Obviously, then, two samples 
being alloyed simultaneously encountered indeed distinctly different alloy cycles. This 
difficulty, as will be seen in the next section, is of significant importance in bulk effect de- 
vice construction. 

Further investigation of the contacting problem yielded still another and even more 
satisfactory contacting technique, particularly for the epitaxial layers. (With some of the 
very thin epitaxial layers, 1-10 microns, the alloying process always resulted in "punch- 
through," that is, shorting through the active epitaxial layer.) It w a s  found that the 
eutectic alloy of Au and Ge, melting at 330"C, could be used to form excellent n+ contacts 
on GaAs and could be deposited by vacuum evaporation. However, the simultaneous occur- 
rence of evaporation and alloying proved to be a difficult task; the film still tending to form 
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islands, and a two-cycle process, required to apply contacts to both sides of the GaAs, 
doubling the chances of contamination of the GaAs. 

~ 

Mobility 
cm 2/vsec 

Carr ier  
Concentration Ingot Resistivity 

No. (ohm-cm) (per cc) 

G-1237 2.4 2 x 1015 5 , 400 
G 108-130/134 2 70 2.8 x 1013 860 

G-1222 2,700 4.55 x l o l l  5,250 

These difficulties were overcome by separating the evaporation and the alloying 
process. This separation was accomplished by adding a small  amount of Ni  (2-11 percent 
by weight) to the Au-Ge eutectic before evaporation. The presence of Ni tends to hold the 
Au-Ge melt in intimate contact with the GaAs, the resulting contact being uniform over the 
surface of the semiconductor. The order of the deposition of the contact constituents dur- 
ing evaporation depends on the temperature required to attain a specified vapor pressure: 
the Ge evaporates first (i.e. at 1,250"C at loe2  torr)  followed by Au (1,460"C) and then Ni 
(1,500"C). When the GaAs evaporated sample is alloyed, the Au and Ge recombine at the 
eutectic temperature, and owing to the low solubility of N i  in Au-Ge at the alloying temper- 
ature, the Ni  layer remains intact and covers the liquid Au-Ge on the GaAs surface. 

This evaporation-alloy technique proved to be the best contacting technique for  both 
bulk and epitaxial material. Initially, the epitaxial material was  alloyed on both sides and 
then diced to the desired cross-sectional area. The dicing of these samples pulled the 
alloy down the side of the epitaxial layers and shorted the 1-to-10-micron-thick active 
epitaxial layers. A mask is presently being prepared which will eliminate this difficulty. 
With the mask, the substrate side of the epitaxial layer will be totally covered. The epi- 
taxial layer wil l  have 3-mil dots evaporated onto its surface, separated by 30 mils, to al- 
low for sample cutting with the wi re  saw. 

At this time I would like to acknowledge the assistance of Mr. Thomas P. Sciacca, 
without whose consistently diligent efforts the construction and development of the 
evaporation-alloy technique would not have been accomplished. 

Annealing Effects in GaAs 

On this basis, ingot number G-1222, the high-resistivity sample, should not produce 
Gunn oscillations unless extremely thick samples are employed. Typically, all of our 
samples were less than 10 mils thick, which, for the 2,700 ohm-cm sample, results in an 
nL product of less than 1 X 10 lo /cm 2, apparently ruling out all possibilities of observing 
Gunn effect type oscillations in this sample. 

254 



However, it is known that oxygen-compensated GaAs possesses many trapping levels 
(which contain or  have trapped electrons) in the forbidden gap. These trapping levels have 
been investigated solely by photoelectronic analysis. In particular, the role of oxygen in 
oontrolling the electrical properties of GaAs has been investigated by Woods and Ainslie 
(Reference 30). Photoelectronic analysis of GaAs crystals has been performed by Bube 
(Reference 31), Michel et al. (Reference 32), and Turner et al. (Reference 33). In general, 
the results obtained by the above-mentioned authors suggest the existence of multiple donor 
levels in the forbidden gap of GaAs, from which carr iers  can be excited to the f ree  state. 

With this background, it was  decided to attempt to "anneal" the oxygen- compensated 
2,700 ohm-cm GaAs in a hydrogen-forming gas flow, at a high temperature, during the 
alloying process. The concept w a s  to reduce the amount of oxygen compensation via the 
"annealing" process, and hence to increase the carrier concentration and reduce the sample 
resistivity, such that the required nL product would be obtained. There has been some 
evidence that different alloy cycles applied to the same sample host material result in 
drastically different microwave results (Reference 21), indicating that perhaps bulk heat- 
ing, that is, heating of the bulk material, does in some way alter the host material charac- 
teristics. 

Experimentally, the 2,700 ohm-cm oxygen-compensated GaAs was indium contacted 
in an alloying RF furnace, in the presence of hydrogen-forming gas flow. The samples 
were mounted in a varactor package. The sample lengths were on the order of 50 microns, 
with the resulting nL product on the order of 2.2 X 109/cmZ, far too low for Gunn oscilla- 
tions to occur. 

The initial alloy cycle reached 350°C for a maximum of two minutes. The varactor- 
mounted samples were placed in an X-band mount and pulsed with an HP 214A pulse gener- 
ator. With sample voltages on the order of 150v and with pulse widths less than 3 micro- 
sec, no oscillations were detected. However, with the pulse amplitude constant, when the 
pulse width was increased above 3 microsec, microwave oscillations were generated. 
Figure 4 illustrates the result, where the 3- 

oscillations is easily seen. The vertical scale 
for the square-shaped applied pulse signal is 

microwave signal is 1 mv/cm. The repetition 
rate was  50 cps. Note that when the oscillation 
commences, the signal input amplitude decreases 
by about 10 volts, indicating the reduction in total 
sample resistance due to the presence of the os- 
cillating Gunn high field domain. With this re- 
sult, it was surmised that the alloying cycle had 
indeed reduced the oxygen compensation con- 
siderably, and that with the application of a volt- 
age pulse of sufficient width, electrical heating 
produced thermal ionization of the remaining 
oxygen-compensated donors to such an extent 
that the required nL product for Gunn oscilla- 
tions was eventually satisfied. In this particular 
instance, the fundamental oscillation frequency was 2.1 gHz, with harmonics of 8.4 and 10.5 
gHz observed in the X-band. When the pulse amplitude was increased, the original time de- 
lay, which was  3 microsec before the onset of Gunn oscillations, could be decreased down to 
zero. 

microsec time delay before the onset of Gunn PLIED SIGNAL PULSE 

50 v/cm, and the vertical scale for the detected Q MICROWAVE 
I? 
9 

TIME 

Figure 4-The applied square wave 
pulse (V = 50 v/cm)and the detect- 
ed microwave signal pulse (V= 1 
mv/cm). The horizontal time scale 
i s  one microsec per division. The 
alloy t%mperature for this device 
was350 C. 

Additional samples were constructed in an identical fashion, except that the maximum 
alloy temperature now was 250°C for  two minutes. The experimental results are shown in 
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LIED SIGNAL PULSE 
Figure 5. In this case Gum oscillations were not 
observed until the repetition rate was increased to 

DETECT ED 800 cps and the pulse width to approximately 14 
MICRoWAVE microsec. Thus, employing a lower alloy temper- 

ature cycle, the time delay before the onset of Gunn 
oscillations w a s  increased to 14 microsec. The 
maximum time delay observed thus f a r  has been 
on the order of 30 microsec. 

8 
t? 
Q 

9 

TIME 
Finally, several  other 2,700 ohm-cm samples 

were prepared using an alloy cycle where the maxi- 
mum temperature reached 400°C for two minutes. 
In this case, no t ime delay was observed, that is, 
the Gunn oscillations occurred essentially simul- 
taneously with the occurrence of the input signal. 

Figure 5-The applied square wave 
signal pulse (V= 50 v/cm) and the 
detected microwave signal pulse 
(V = 1 mv/cm). The horizontal scale 
i s  five rnicrosec per division. The 
alloy t%mperature for this device 
was 250 C. 

The following conclusions can be drawn. First, 
high resistivity GaAs, which is desirable for Gunn device construction in order to obviate 
low device impedance and to minimize thermal runaway effects, can be made to oscillate 
employing an electrical heating process. The oxygen levels play a key role in this mechan- 
ism, as they supply the required car r ie rs  so as to satisfy the nL product required for Gunn 
oscillations. Second, bulk heating of the sample in the RF furnace is quite different phe- 
nomenologically than electrical heating during device use. Apparently, bulk heating in a 
hydrogen atmosphere, employing the RF furnace, produces bulk, irreversible, "total an- 
nealing" type effects, in that it changes the amount of oxygen compensation, and hence the 
free carr ier  concentration. Electrical heating during device use appears to produce re- 
versible heating effects, which also thermally produce the required free carr ier  concentra- 
tion for  Gunn effect oscillations. Physically, the two heating mechanisms are obviously 
significantly different; bulk heating producing irreversible effects, electrical heating pro- 
ducing reversible effects. Third, and certainly most important, the contact alloy cycle 
in oxygen-compensated GaAs is extremely critical in terms of device performance. It ap- 
pears that a perturbation of several  degrees is sufficient to considerably change the host 
material and hence the microwave properties of the device under construction. This fact 
undoubtedly plays a major role in explaining the anomaly that no two devices, even though 
both employing the same host material, perform the same as microwave devices. In the 
past, this trait has been generally attributed to changes in the contact or  the contact mech- 
anism. Although this idea certainly is valid to some extent, we advance that a more pre- 
dominant factor is that the basic properties of the host oxygen-compensated material can 
be and actually are changed during the alloying cycle, and that this feature accounts for the 
reproducibility difficulties encountered. 

A considerable amount of investigation remains to be performed. Although work is 
constantly being reported concerning trap concentrations and energies in GaAs, the com- 
plex distribution of deep levels in GaAs is still not established. At this point, however, it 
is clear that contacts are not by any means the only difficulty in producing repeatable Gunn 
effect devices, and that a more salient difficulty is the reorientation of t rap concentrations 
and energies in oxygen-compensated GaAs, during the alloying cycle.* 

* 
5. V. Jaskolski and W. E. Hughes, "Modes of Oscillation in a Gunn-type Transitime Oscillator," 
submitted to Appl. Phys. Lett. 
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Microwave Mounting 

To reduce the effects of electrical heating, as has been already indicated, adequate 
heat sinking is required. To promote this end, the largest microwave packages produced 
were desired; but they were not available. This type of package is essentially that of a 
1N23 X-band detector package, which no vendor was able to supply us. 

To obviate this problem, many 1N23 packages were disassembled, the pn junction 
removed, and the entire package adequately cleaned. The 1N23 package has a gold whisker 
which contacts the semiconducting material. In turn, a bulk GaAs sample was mounted on 
the cleaned 1N23 stud, and the gold whisker turned into the ceramic package in such a way 
that electrical contact was  made. Unfortunately, none of these experimental samples gen- 
erated Gunn oscillations for more than two minutes. While the device was functioning, the 
oscillations were very noisy and intermittent. Eventually, the device either opened or 
shorted. Inspection of the device after failure indicated that proper gold whisker-semi- 
conductor contact was not being achieved and that arcing, eventually causing either a short 
or an open, was  very prevalent. 

It is felt that if ,  after a pressure contact has been established, a forming pulse is 
applied to the device, coherent operation can eventually be obtained. This technique, how- 
ever, w a s  not investigated. 

Several surface contact devices were successfully contacted and employed as micro- 
wave devices and in optical experiments (which a re  reported on under the heading "Photo- 
Effects" in this report). The surface devices consisted of two contacts placed on the same 
surface o r  side of a given GaAs sample. The contacts employed were  indium contacts, 
utilizing the 20-minute-long alloy process previously described. The surface devices were 
mounted directly into waveguide structures, usually modified capacitive waveguide to co- 
axial coupling mounts. Depending upon the contact separation, frequencies between 0.1 and 
5 gHz were obtained. 

Most of the samples constructed were placed, employing the In-GaAs-In sandwich 
structure, into a pill-type varactor package whose total height was less than 0.15 inches. 
The contact alloying process w a s  performed with the GaAs-contact sandwich in the micro- 
wave mount. Thus the contacting process and the mounting of the device into a microwave 
mount were designed to be just one process. Because multi-cycle heating processes were 
avoided, more consistent device performance was  attained. 

laboratory constructed, waveguide mounts. The waveguide mounts were constructed in the 
C, X, K, and M bands. The waveguide mounts for the packaged devices bear striking re- 
semblance to slide screw tuners. A non-movable post sticks up from the bottom of the 
guide. Onto the top of the post, at approximately the vertical center of the waveguide, is 
placed the pill-type varactor packaged Gunn effect device. The top of the device is con- 
tacted by a spring loaded conducting post which is physically insulated from the waveguide. 
The post leads out of the top of the waveguide mount to a coaxial BNC connector. To this 
connector, then, the sample bias voltage is applied. The mount was the culmination of a 
design effort initiated by Mr. W. E. Hughes, who originally proposed this entire project. 

All of the pill-type varactor mounted samples were placed in specially designed, 

DEVICE IMPLEMENTATION 

Many operating devices were constructed from the 2.4, the 270 and the 2,700 ohm- 
cm samples. The most successful devices, to date, have all been indium alloy contacted 
at a temperature of 320°C, and mounted in the pill-type varactor package. All of the de- 
vices have operated only in the pulsed mode, yielding microwave fundamental frequencies, 
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harmonic rich, on the order of 1-5 gHz. It appears that all of these devices were function- 
ing in the Gunn mode of oscillation. As explained in an earlier section, even the high re- 
sistivity samples, under appropriate conditions, were made to oscillate. 

Most of the devices exhibited higher frequency modes of oscillation when the pulse 
width was increased sufficiently, the pulse amplitude remaining constant. In general, as 
the pulse width was increased, microwave signals of much greater power were detected. 
In addition, with several  samples, the much higher oscillation frequency could be greatly 
pulled with microwave circuit tuning. These two facts, that is, a sudden increase in de- 
tected microwave power and wide circuit tuning effects, are strong, but not conclusive, 
indications that we were operating in the LSA mode (References 34, 35). These observa- 
tions should definitely be pursued further, because of the observed improved performance 
as opposed to that when the device was performing in the purely Gunn mode. However, 
thermal runaway difficulties made these results difficult to reproduce. It is certain, how- 
ever, that as the construction technique advances, this mode of operation will be more con- 
sistently reproduced, thus allowing further study. 

Several researchers have obtained microwave amplification employing Gunn effect 
devices (References 21, 36). As pointed out by Thim and Barber (Reference 36), Gunn ef- 
fect type devices where the nL product does not exceed 5 X 10 l1 /cm2 wi l l  not oscillate, but 
will possess negative conductance over limited frequency ranges about multiples of the Gunn 
transit time frequency. Gains of 10-20db have been reported (Reference 36). Realizing 
that with the high resistivity GaAs we could control when the Gunn oscillations commence 
(see Figure 4), the notion w a s  advanced that we might also be able to control the carriers 
in such a way that the nL product would be appropriate for amplification. Several attempts 
at amplification were made employing a standard reflection type waveguide amplifier cir-  
cuit, in the C-band. To date, however, no conclusive results have been obtained. 

PHOTO-EFFECTS 

Pr ior  to the author’s joining the Goddard Summer Workshop, Mr. W. E. Hughes had 
performed some optical experiments on surface contacted GaAs samples. In general, he 
observed the induced photovoltage as a function of the wavelength of the incident radiation. 
His  observations indicated that as the wavelength is increased, a reversal  in the polarity 
of the induced photovoltage occurred at approximately the band gap energy. With the co- 
operation of Mr. w. Viehmann, we have investigated this phenomenon in great detail, em- 
ploying a large number of samples of all available resistivities. In addition, we have per- 
formed the experiment employing samples contacted in a variety of manners and configura- 
tions. 

In general, this effect is consistently observed in all of the samples employed, regard- 
less of the contacting material, contacting mechanism, or contacting configuration. The 
results of our efforts are being published elsewhere.* 

CONCLUSIONS 

Because of the wide scope of our research efforts, many pages of conclusions could 
be presented. Very briefly, however, w e  have not yet reached the level of sophistication 
in device construction to yield the ultimate goal of this project, that is, the continuous 
generation of 55 gHz at 100 mw. Because of our efforts, it is our opinion that this goal 

W. Viehrnann, S. V. Jaskolski, and W. E. Hughes, “Anamolous Optical Effect in Bulk Gallium Arsenide,” 
submitted to Appl. Phys. Lett. 
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wil l  not be achieved employing the pure Gunn mode, but will indeed be achieved employing 
the LSA mode of operation of a Gunn effect type of device. In the process of attempting to 
attain this goal, we have successfully developed an extremely reliable contacting technique 
(the evaporation-alloying technique) which will be of particular use for epitaxial and ex- 
tremely thin bulk material. We have also constructed reasonably reproducible pulse- 
operated devices, which function as either oscillators or amplifiers. In addition, we have 
established the existence of the heretofore unrecognized difficulty in device construction, 
namely, the importance of trapping levels in the forbidden gap of the host GaAs. This re- 
sult is 'being reported in the literature.** Finally, the observation of the anomalous photo- 
effect in bulk GaAs is unique,* and deserves much more attention. 
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PSEUDOPOTENTIAL METHOD IN THE THEORY OF DEFECTS 
IN CRYSTALS - THE DIAMOND STRUCTURE 

M. M. Sokoloski 

ABSTRACT 

A pseudopotential method is employed to calculate the elec- 
tronic energy up to second order in time-independent perturba- 
tiontheory and an Ewald-Fuchs potential to calculate the electro- 
static energy for a static imperfect crystal with D defects. The 
static energy consists of geometry-dependent terms called the 
structure factors. These factors, in turn, are  readily evaluated 
for the case of a dynamic crystal to obtain the dynamic energy. 
The difference in dynamic and static energy is quadratic in 
displacements from the equilibrium positions. A s  a result, all 
of the force constants can be obtained and should be dependent 
on the long-range interactions due to the inclusion of conduction 
and valence electron energy terms. Therefore, a means of ob- 
taining long-range interactions between defects is achieved. 
The future program of the calculation is discussed. 

INTRODUCTION 

Defects play a very important role in the electrical, mechanical, and magnetic prop- 
ert ies of crystals. In the elemental semiconductors such as Si and Ge, defects can dras- 
tically alter the electronic and vibrational modes of the crystal.* Indeed, these defects can 
so perturb the electronic wave functions that trapping and recombination levels a re  created 
in the band gap. The resulting traps can decrease the photoconductivity as well as other 
electronic parameters. As  a result, the efficiency of any photovoltaic device such as solar 
cells is apt to suffer. 

Satellites, which employ solar cells as energy conversion devices, can be severely 
affected in orbits that take them through the radiation belts. The energetic particles 
trapped in these belts can cause atomic displacements, thus creating defects. These de- 
fects can be very simple, i.e. vacancies o r  interstitials of either impurity o r  host atoms; 
o r  they can be quite complicated, such as vacancy-vacancy, vacancy-impurity, or  other 
combinations. 

Nevertheless, out of this maze of defect conglomerations, the vacancy is perhaps the 
most important - it can trap charge carriers. Also, since the diamond lattice is quite 
open, the vacancy, once created, has no trouble migrating through the lattice.** When it 
encounters a substitutional defect such as a dopant atom or the more common "interstitial" 
oxygen atom, it forms a very stable complex defect which in turn can have trapping and 
recombination levels in the forbidden gap. Therefore, it is of utmost importance to study 
this point defect in  the diamond lattice. 

* 
**  The literature in  this field is quite exhaustive. See Reference 1. 

The maximum portion of volume that can be filled by hard spheres is only 46 percent of the packing 
density for closest-packed structures i n  which many metals crystallize (Reference 2). 
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So far, it has been experimentally determined that the migration energy for a posi- 
tively charged vacancy in Si is about 0.33 ev and that for negatively charged vacancies 
somewhat lower (Reference 3), while that for Ge is about 0.9 ev and probably independent 
of charge state (Reference 4). Meanwhile, interstitials have yet to be experimentally 
iaentified in Si and Ge. 

Earlier attempts to calculate the formation and migration energies of vacancies in 
covalent crystals have used a Morse, or a Morse and Born lattice potential with the 
harmonic approximation and a Morse potential for the interactions between atoms (Ref- 
erences 5 and 6). However, there is no theoretical justification for using such potentials 
in the case of tetrahedrally bonded covalent crystals such as Si and Ge. Also since these de- 
fects interact at long ranges, it is desirable to have some mechanism, namely, conduction 
electrons, through which the interaction manifests itself. 

A T-matrix approach formerly had been employed in such a calculation, but free- 
electron wave functions of zero order were employed as pointed out by Callaway and Hughes 
(References 7 and 8). The latter two, in turn, used a Green's function approach using 
Wannier functions for their basis functions. However, the fact that symmetry has been used 
limits the usefulness of this method to the calculations of properties of only one defect. 
Actually the defects a re  interacting with other defects, and as a result all symmetry is 
destroyed. It is this interaction energy which is to be calculated. 

GENERAL THEORY 

It has been known for some time that a pseudopotential calculation gives quite good 
results in the calculation of the electronic bands in covalent crystds  (Reference 9). This 
technique was extended thoroughly by Harrison in the calculation of various atomic prop- 
erties of metals (Reference 10). This technique has been extended here to an arbitrary 
number of defects in a crystal lattice in an attempt to calculate the formation, migration, 
and interaction energies for and among the defects. 

The first section is essentially a review of the pseudopotential method. The value 
of the pseudopotential method manifests itself in the fact that a nearly free plane wave 
equation, where the new potential is a pseudopotential, is manipulated out of the exact 
one-electron Schrodinger equation. It also turns out that the pseudopotential, W (r) , is 
small and therefore can be treated as a perturbation as was done by Harrison in his ap- 
proach in metals.* It is also shown in this section that both the pseudopotential and the 
pseudowave function are  non-unique. The fact that this is so is exploited in the third 
section (Calculation of the Pseudopotential and Pseudowave Function) by finding the 
smoothest pseudowave function by minimizing the normalized matrix elements of the 
pseudopotential. This smoothest pseudopotential is next linearized, and it is shown that 
this new potential is a good approximation in calculating the electronic energy up to 
second order. 

The first two sections lay the groundwork for calculations on the imperfect crystal 
which are begun in the third section. Here the pseudowave function and potential are 
calculated'for a crystal with D defects. It is also shown rigorously that these pseudo- 
wave functions and potentials are also non-unique. Therefore, the smoothest pseudowave 
function is determined in the fourth section just as in the second. The fifth section now 
concerns itself with the factorization of the nondiagoml matrix elements of the D defect 
pseudopotential which occur in the electronic energy obtained from a second-order 

* 
An effect pseudopotential employing only several Fourier coefficients has been used by Brust (Reference 
1 1 )  in calculating the electronic spectra of  G e  and Si. 

264 



perturbation calculation and the calculation of the electronic energy. The electronic 
energy now includes a term called the structure factor, which is strictly geometry- 
dependent, multiplied by an  energy-wavenumber characteristic which is dependent on the 
crystal potential and pseudopotential. 

The sixth section is a calculation of the electrostatic energy using an Ewald-Fuchs 
potential in place of a Coulomb potential. The calculation is done as if point ions were 
embedded in a sea of electrons, the whole configuration being electrically neutral. A 
Fourier transform of the potential is made to bring about geometry-dependent terms. 
The final form of the electrostatic energy looks very similar to one of the terms in the 
electronic energy, i.e. products of structure factor terms appear. 

Finally, in the seventh section each ion is displaced from its equilibrium position 
and the dynamical energy of the lattice is calculated in the harmonic approximation. Then 
the difference between the energy of the dynamic and that of the static crystal is obtained. 
This term is quadratic in the displacements. As  a result, the force constants can be found, 
which now incorporate the long-range interactions due to incorporation of the conduction 
and valence electron energy and also interactions due to vibrations of the atomic nuclei. 
No crystal symmetry has been assumed. If one or two defects are introduced into the 
crystal, all the force constants change. The next step in the calculation is to compute the 
normal modes of vibration and then the total energy, including the ground state energy, of 
the imperfect crystal. This will be done for arbitrary temperature and distribution of 
defects, by using a simple force-constant model. However, force constants between all 
cores should be retained, since the calculation of the force constants in the first place 
retains long-range interactions. 

REVIEW OF THE PSEUDOPOTENTIAL METHOD 

The one-electron Hamiltonian of the crystal is given by 

where V (r) is some suitable self-consistent potential, i.e. Hartree o r  Hartree-Foch, seen 
by each electron. The exact electronic wave functions of the crystal will then be eigen- 
functions of the time- independent Schrbdinger equation, Le. 

'k,n = %,n 'k,n' 

where the subscript n designates the n-th eigenstate of energy E, ,n. 

A nearly free plane wave is constructed as follows: 

where +a (r - rz )  is the a -th core state centered at rz . The nearly free plane wave is made 
orthogonal to every core state, (+az, xk ) = 0, and this in turn fixes the coefficients 
B,L = ( + a i I  eik'r .* These nearly-plane waves are known as orthogonalized plane 
waves (OPW). The true wave function, Yk , where the eigenstate label is now dropped, 

* 
The notation here means the scalar product of two functions defined as (+, cp) = J+* cp dr or the 
following scalar product involving an operator: (+, Brp)=I\L*Bydr.  
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in order to keep the notation simple, is now expanded in a linear combination of orthogo- 
nalized plane waves since they form a complete set of functions, i.e. 

=Eaq (k) e i ( k + q ) ' r  - aq (k) ($Ql , ei(k + 9 )  ' r )  $al . (1.4) 
9 Q19 

The plane wave states a re  next normalized to the volume of the crystal, R, so that 
Ik) = 0 - 1 / 2  e i k ' r  , and the a-th core state is defined as I a+= $Q (r - rl ). Then Equation 

1.4 can be rewritten in bra and ket notation as 

4 a1 I 

or 

An operator, called the projection operator since it projects any function onto the 
core states, is defined as 

P =  C \ a l > < a l \ ,  
a1 

and Equation 1.5 can finally be written in terms of P as 

This in turn is placed into Equation 1.2 and the following expression is obtained: 

This is now rearranged into a more suitable form by taking all terms involving the pro- 
jection operator to the left-hand side, i.e. 

*The projection operator is sometimes defined as P = I al> (a2 I. Here the projection operator as defined 
is not equal to one because the sum is over an incomplete set of states. 
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A new function, called the pseudowave function, is defined as 

and all the terms involving the projection operator and crystal potential a re  collected and 
called the pseudopotential 

W(r) = V ( r )  t (Ek - H) P .  

[T t '(')I 'Pk (r) 'Pk (r)' (1.11) 

(1.10) 

With these simplifications Equation 1.8 becomes 

In essence, a transformation has been found which leaves the original eigenvalue invariant, 
The new equation strongly resembles that of the nearly free electron (NFE) model and demon- 
strates why the NFE is so remarkably accurate for its simplicity. The core states are the 
same as those in  the isolated atom, but their energies a re  different. Nevertheless, they 
are still eigenstates of the Hamiltonian, since they form narrow fully occupied bands in the 
crystal, i.e. 

H lal> = E ,  J a l ) .  (1.12) 

Equation 1.10 can also be rewritten as 

(1.13) 

The true wave function (Equation 1.5) can also be written in  terms of the pseudowave func- 
tion by means of Equation 1.9 as 

Yk = (1 - P) 'Pk. (1.14) 

A very important property of the pseudopotential and pseudowave function which 
will be fully exploited later is that they a re  not unique. In other words, the pseudopoten- 
tial can be replaced by an arbitrary pseudopotential of the form 

where F (r , al ) is an arbitrary function of r , and labels a and I , and the original eigen- 
value will remain invariant. This can be demonstrated by substituting Equation 1.15 into 
Equation 1.11 and by writing the eigenfunction and eigenvalue arbitrarily as x and E' : 

a1 

The scalar product is now taken with the true wave function 

(1.16) 

(1.17) 
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and this leads to 

('k 9 x) = E' ('k 9 x). (1.18) 

For E' = E,,  x is non-orthogonal to n%, and satisfies an equation whose eigenvalue is E, ; 
therefore, it is or contains the pseudowave function. For the pseudowave function, an ar- 
bitrary linear combination of core states can be added to it without affecting the original 
true wave function; to demonstrate this fact, the following function is defined 

This is inserted into Equation 1.14 to yield 

(1.19) 

(1.20) 

which, of course, is the true wave function. Thus, both assertions are proven. 

OPTIMIZATION AND LINEARIZATION OF THE PSEUDOPOTENTIAL 

A s  was seen, the pseudopotential defined in Equations 1.10 and 1.13 is not unique, 
in that any linear combination of core wave functions can be added to the pseudowave 
function, and the result will still remain a solution of Equation 1.11 with the same 
eigenvalue. Therefore, a particular pseudowave function can be obtained by defining 
a smoothest pseudowave function to be that which has a minimum value of 

S I ' p k  1 '  dr 

The numerator can be written, by partial integration, as 

o r  

= - 1 'pk+ Vz 'pk dr . 

For - (yk, V z  'pk)/('pk, 'pk) being a minimum implies that ('pk, W'pk)/('pk, %)will have a maxi- 
mum. A slight variation is made on 'pk, where bd 's are small quantities, i.e. 
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Then the variation of the normalized expectation value of W should be zero, i.e. 

('Pi 1 'Pi)/('Ph 1 'Pi) - ('Pk I 'Pk)/('Pk 3 'Pk) = 

First, the matrix elements of W with respect to yk a r e  computed as follows: 

o r  
-1 B 

Then the normalization constant is computed as follows: 

o r  

The normalized expectation value becomes 
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The second product term is expanded to first order in b,, as follows: 

Terms up to first order in b,, are retained, as follows: 

For the normalized variation of the expectation value of W to be zero, the quantity 
in the brackets should be zero. But since the b,l ' S  are arbitrary parameters, then the 
coefficients of b,l and bzl must be zero identically. This implies that 

which defines the matrix element for the "smoothest" pseudopotential. From Equation 1.13, 
the pseudopotential operating on any yk is 

If the inner product is taken on the left with $,l the following expression is obtained 

This can be readily solved for (Ek - E,) as follows: 
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and in  turn substituted into Equation 2.3 to obtain 

Next the smoothest pseudopotential matrix element is substituted for (+al, w 'pk) , 
so that Equation 2.6 can finally be written as 

which can be rewritten in terms of the projection operator as 

Then ((Pk , W qk)  can be readily calculated by taking the inner product on the left with ( p l ,  

or  

This in turn can be placed into Equation 2.8 to obtain the final result for the pseudopoten- 
tial operating on the smoothest wave function, Le. 

The optimum pseudopotential is next linearized in  such a way that it will yield the 
same results in second-order perturbation theory as Equation 2.9. First the pseudopo- 
tential is expanded in terms of plane waves as in the  first section, 

(2.10) 

and as in  the perturbation expansion in Appendix A, a. is taken to be of first order. This 
is substituted into the pseudopotential equation (1.11) where the optimum pseudopotential 
(Equation 2.9) is used, 

t W  I'Pk) I ' P k ) '  (2.11) 4 2  

2m -- v2 I'Pk) 
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This in turn is multiplied through by the zero order N, I k), to obtain 

Again Equation 2.11 is multiplied through by I k + q> to obtain 

o r  

C k t q  I w I  Y k )  
aq = 

*2 2 E, -- Ik t 91 2m 

which becomes, to first order in E, = 452 k2/2n, 

Now W I cpk > is replaced by the form of Equation 2.9 to first order, Le. 

(2.12) 

(2.13) 

(2.14) 

(2.15) 

(2.16) 

A comparison with as in Equation 17, Appendix A, suggests that the linearized 
pseudopotential is given by 

(2.17) 

Now it must be shown that Equation 2.17 yields the same energy as the optimum pseudo- 
potential to second order. With a. = 1 in  Equation 2.12 the energy becomes 

(2.18) 

The energy from the above equation is now written out to second order, using Equation 
2.10, as follows: 
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The second term above can be written by using Equation 2.10 as follows: 

whichincludes the q = 0 term and higher order terms, andthe prime indicates a restricted 
sum, g # 0. In a similar manner, the numerator of the third term can be expanded as 
follows: 

o r  

The denominator of the third term can also be expanded, as follows: 

I -  

+ 1 - < k l P l k >  . 

Equation 2.19 becomes, after substituting all expanded terms, 

1 + (k  I (1 - P) V I k + q >  (k I PI k> (k  I (1 - P)V I k> < k I PI k >  <k I PI k f S> 

(1 - < k  IPI k>)2 
1 - < k  (PI k )  



(2.20) I- <k I(1 - p>v I k> <k IPI k> <k + 9 IPI k) + 
( 1  - < k I P l k > ) 2  

The second and third terms a re  first-order terms from the linearized pseudopotential of 
Equation 2.17, while the next two terms are second-order corrections to the energy. The 
last four terms will be shown to be of order greater than two and thus can be neglected. 

First it should be noted that 

PVIk>  = lal> <a1 I H - T I k ) ,  
a1 

or  

which follows since H, T, and V are hermitian. In Appendix B, it is shown that 

(k t q IPI k>* = (k ( P I  k + q> . 

Then the following terms are calculated by using the linear pseudopotential. 

o r  

and 

(2.21) 

(2.22) 
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Then the difference between these two terms gives the non-hermiticity of W ,  i.e. 

< k  t q I W I  k)* - <k I W I  k t q> =- (k2 - Ik t ¶ I 2 )  < k  IPI k t q > .  
2m (2.23) 

Since the left-hand side is of first order and 

is of zero order, <k I PI k t ¶>must be of first order. Therefore, the last four terms in  
Equation 2.20 are of order greater than two. As a result, the linear pseudopotential 
agrees with the optimum pseudopotential up to second order. If Equation 2.17 is now 
multiplied by <k I , then the diagonal matrix elements of the linear pseudopotential become 

(2.24) 

which in turn can be substituted back into Equation 2.17 to yield a self-consistent relation 
for w as follows: 

Wlk> = ( l - P ) V l k )  t < k l W l k >  P J k ) .  (2.25) 

This can be rewritten by using Equation 2.20 in the following manner: 

(2.26) 

This self-consistent expression can be solved by successive iteration to obtain an expres- 
sion involving only W on the left. This has been done in Appendix C. 

CALCULATION OF THE PSEUDOPOTENTIAL AND PSEUDOWAVE 
FUNCTION FOR THE CASE OF POINT DEFECTS IN THE CRYSTAL 
‘WITH NO LATTICE RELAXATION 

A linear combination of atomic orbitals will now be constructed for the case of Nu 
identical substitutional defects and N, interstitial defects in a crystal of N A  host atoms 
as follows: 

o r  

The notation is such that Greek subscripts refer to the type of ion core; i.e. A signifies 
host atom core states, D the substitutional core states, and y the interstitial core states. 
The corresponding Roman lower-case script, I ,  s, and g , refer  to the host atom core, 

275 



substitutional atom core, and interstitial atom core sites, respectively. The total number 
of atoms will then be N = NA + Nu + N,, and D = N, + PI,,,. It should be noted thatreach of the 
sums is restricted in that I cannot take any value of s or g ,  while s cannot take any 
value of I or g , and likewise for g . In a similar manner as in the perfect crystal, the 
i k  must now be made orthogonal to all core states, defect as well as host atom core 
states, i.e. 

($A1 5 Xk(D)) = ($us 1 xi"') = ($ Y s g '  X'D') k = 0 .  (3.2) 

If there is no overlap, then eigenstates with corresponding different site and energy labels 
will be orthogonal in the following sense: 

( $ p l i  $ ~ l  1 = S ~ h t  + ~ t  - (3.3) 

<$Y,g' = Sw'Sgg' - (3.4) 

The same is true for core eigenstates of the impurity atoms if  there is no overlap: 

However, care must be taken with scalar products of host and defect core states. Although 
these terms do not enter the final calculations of this section, they are not zero. 

The first scalar product of Equation 3.2 yields 

The last two scalar products of the above expression are zero. This implies that 

BAL = ($hi , eik*r ). 

The second and third scalar products of Equation 3.2 yield in a similar manner 

cUs = eikSr ) 

D y g  = ($Yg 9 

and 
. ik 'r)  

respectively. The complete orthogonalized plane wave for D = Nu + N, defects becomes 

And the true wave function becomes 

or  
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where the D defect projection operator, P i ,  is 

and the D defect pseudopotential is given by 

WD (r) = VD (r) t ( E r )  - HCD)) PD , 

(3.11) 

(3.12) 

With the addition of many more terms, the question arises whether, as in the first 
section, this pseudopotential is uniquely defined. To see that the D defect pseudopotential 
is still not uniquely defined, the following general pseudopotential is constructed 

(3.13) 

where F, (XI ), F, (CTS) , and F$ (yg) are arbitrary functions of r and core labels 
A s  in the first section, this is placed into 

, o, and y .  

(T t W ( D ) )  y(D) k = E @ )  k k  y(D) , (3.14) 

and by writing the eigenfunction and eigenvalue arbitrarily as x and E ' ,  SchrGdinger's 
equation now becomes 

Then in a similar manner as in Section I this is multiplied by <YiD) I to become 
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But all the core states above have been made orthogonal to the D defect wave function YP! 
Therefore, since H(”)  is hermitian, the following expression is obtained 

E(”)  k <Yr)Ix> =E‘ <Y:”)lX>. 

This demonstrates that E’ = E:,) for 
pseudopotential is not unique. Likewise it can be shown that the D defect pseudopotential 
is arbitrary within a linear combination of core states. A new D defect pseudopotential 
is defined as 

not orthogonal t0 x. Therefore, the defect 

This in turn is placed into the definition of the true D defect wave function 

YiD) = (1 - P,) y; 

to obtain 

\ us 

or  
= (1 - P,) y;”’ . 

(3.17) 

(3.18) 

Therefore the D defect pseudopotential is again not unique. Equations 3.10 and 3.11 can 
easily be generalized to the case of nl, n2, n3 . . . . 
and ml, m2, m3. . . m, . distinct interstitial defects. 

ni distinct substitutional defects 

OPTIMIZATION AND LINEARIZATION OF THE D DEFECT PSEUDOPOTENTIAL 

The procedure followed here is identical to that in  the second section. It was shown 
in the third section that the D defect pseudowave function is not uniquely defined, in that 
linear combinations of host and defect core states can be added to the pseudowave function 
with the result that the true eigenfunctions and eigenvalues remain invariant. As  in  the 
second section, a variation is made on yiD)  where the bAI ’s ,  cas’s , and dyg’s  are  small 
quantities: 

Then the variation of the normalized expectation value of W(,) should be zero for the 
smoothest D defect pseudowave function, i.e. 
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First 

where 

This becomes, after expanding, 
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The normalizing factor is computed next. 

which can be written as 

Then the normalized diagonal matrix elements of W ( D )  can be written, to second order in 
the coefficients, as 

t < D I D >  ELl <hl ID> + * * * * ) '  . (4.7) 

The last term in parentheses in  Equation 4.7 is expanded to first order in the arbitrary 
coefficients as 

2 80 



3 

The product is then expanded and terms of first order in  the coefficients are retained. 

where C.C. stands for  the complex conjugate of the preceding term. 

For the variation of the normalized expectation value of W@) to be zero, the quantity 
on the right-hand side should be zero. However, since the parameters b, c, and d are all 
arbitrary, then the coefficients of b and b*, etc., should be identically zero. This implies 
that 

<hZ IW(D)lD> = (D'W(D)ID> <Ai ID>, 
<D 1 D> 

and 

(4.10) 

From Equation 3.12, the D defect pseudopotential operating on any defect pseudo- 
wave function is 
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The inner product of Equation 4.11 is taken with <hi I , <G-s I, and <yg I, respectively, 
yielding 

< A ~ ~ w ( D ) ~ D >  = < A ~ ~ v ( ~ ) I D >  t ( E ~  - E ~ )  < A ~ D > ,  

and 

These can be solved for terms such as 

(4.13) 

From here onward, the subscript aa or  Pb signifies a sum over all states, A , CT , and y ,  
and all sites, I , s , and g. These expressions can be substituted back into Equation 4.11 
to obtain 

W(,) ID> . (4.14) 

Now the conditions for the smoothest D defect pseuc.Jpotentia1, Equation 4.10, are 
placed into Equation 4.14. 

which can be rewritten in terms of the D defect projection operator as 

(4.16) 

which, in  turn, is identical in form to the optimum pseudopotential for a perfect crystal 
obtained in the second section. As in  that section, Equation 4.16 can be multiplied by 
((P:”) 1 and the resultant expression inserted back into 4.16 to obtain 
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(4.17) 

where the D's have been dropped. The linearization of the optimum D defect pseudopo- 
tential is accomplished exactly as in the second section. Next the elements < k t q I W, I k> 
and <k I W, I k t q> need to be evaluated. Again all three operators HCD), TCD), and VCD) are  
hermitian. First the following operator is computed: 

= lam> <amlk> ( E a  -F) . 
am 

And as before 

(k t q / P l k > *  = < k l P l k  t q> 1 

Now the following term is evaluated 

<k t qlWLI k>* = <k <k ¶ l P l k > .  
<k 

The first term above becomes 

(k t q I ( 1  - P ) V J k > * =  < k + q I V I k > *  

ih2 k2 
- E < k  t 4 1 x > *  < X I k > *  (E. -F)  . 

(4.18) 

(4.19) 

(4.20) 

(4.21) 

A s  a result, Equation 4.20 becomes 
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However, 

A s  a result the non-hermiticity of WL is 

< k  +nlW,lk)* - <klWLlk + ¶ >  =- " 2m (k2- I k + q I 2 )  ( k I P 1 k t q ) .  (4.24) 

The next goal is to write the matrix elements of <k I WLI k> , by using Equation 2.17 
with P replaced by P,, as follows: 

Then this expression is substituted back into Equation 2.17 to obtain 

Wlk) = (1 - P ) V l k >  + <kIWLIk> P l k ) .  

This can be rewritten by using Equation 4.18 as (dropping the subscript L) 

Wlk) = V l k >  

(4.25) 

(4.26) 

aa 

where again (aa) = ( X I ) ,  (vs) , and (yg). (4.27) 

By successive iterations, as is done in Appendix C, the diagonal matrix elements of W 
can be written as 

<klWlk> = <klVlk> 

+ (1 - <klPlk>)-l - + <klVl k> - E a )  (k I .a> <.a I k> 

and the off diagonal elements written as 
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FACTORIZATION OF THE NON-DIAGONAL MATRIX ELEMENTS 
OF THE D DEFECT LINEAR PSEUDOPOTENTIAL AND CALCU- 
LATION OF THE ELECTRONIC ENERGY 

The crystal potential, V (r), which is included in the pseudopotential can be decom- 
posed into "local" crystal potentials associated with each site in the crystal. Even if the 
potential includes a Hartree o r  Hartree-Foch self-consistent potential, this in turn can 
also be decomposed by just integrating over Wigner Seitz cells. As a result, the crystal 
potential for the D defects will be 

NA- 1 Nu- 1 N - 1  

V ( D )  (r) = vA(r - r l )  + vu@ - rs) + 2 ", (r - rg). (5.1) 
I =o s=o g=o 

The overlap integrals defined in the first section can be written for a general core 
state, la.>, as 

<Ea I k> = R - l I 2  1 +E (r - ra) eiker dr, 

or  
+ I k >  1 

- - ~ - 1 / 2  eik'ra 

where 

R 
N ( a  I k) = +: (R) eik'R d R ,  a = X, c, or  y ,  .and R o  =-. 

The off diagonal matrix elements of Equation 5.1 can now be calculated as 
NA- 1 

(5.2) 
. - i ( k + q ) ' R  V A ( ~ )  e i k ' R d R  

N L e  I =o - ig'rL - "0 s <k + q IV(N)  I k> =- 

+ similar terms for (J and y core sites. This can be written in terms of the host, sub- 
stitutional defect, and interstitial defect structure factors, SA (4) , S, (9) , and s, (q ) ,  
respectively, as 

Scalar products such as (k + q I ua> (aalk) can also be factored as follows: 

<k + q l u a >  <.a I k> = (N-'/2 e -i(k t q ) - r a  (k + q l u >  ) ( N - l I 2  ( a l k )  ) , 
or 

<k + SI.> <ab> . (5.4) 
1 - i q * r a  

= - e  
N 

Thus the off diagonal elements of the D defect pseudopotential can also be factored as 
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where the Pa's can be viewed as "local" projection operators on arbitrary core states 
I U> and are defined as 

Pu = 1.) (4. (5.6) 

To simplify the notation, the following operator, which is just a modified "local" 
projection operator, is defined as 

core  ' 

where this sum is not over A ,  L T ,  and r ;  but over all core states of u = x , LT, or y. By using 
this operator and Equation 5.3, the off diagonal elements of the D defect pseudopotential 
can be written as 

where 

It should be noted that since No = N - N, 

or  

(5.10) 

where the index j now runs over all the si tes of the perfect crystal. Equation 5.8 can 
subsequently be written as 

where S (q), without a subscript, is the structure factor for the perfect crystal. The 
electronic energy from second perturbation theory can now be written as 

E (k) =- .KzkZ t1 C < k i w u l k )  
2rn N 

U 

(5.12) 
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The second term is &the same as setting sa (9) = sa (0). The total electronic energy of 
the defect crystal will now be equal to the sumof Equation 5.12 over all k- space: 

k k a  

where 

(5.13) 

(5.14) 

In order to keep the terminology consistent with that of the perfect crystal, Equation 
5.14 will be called the energy-wavenumber characteristic, and the last term in Equation 
5.13 will be called the band-structure energy, s.. Products such as sa (9) s; (9) are very 
important, since they occur not only in the evaluation of the electronic energy, but also in 
that of the electrostatic energy. These factors subsequently lead to interactions among the 
various defects, as will be seen in the seventh section. 

CALCULATION OF THE ELECTROSTATIC ENERGY FOR 
THE DEFECT LATTICE 

The potential at a host atom core site due to all other sites is given by 

at a substitutional ion core site by 

and at an interstitial ion core site by 

The primes on the summations above indicate that each ion self-energy term has been 
excluded. The total static electrostatic energy can then be written as 
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where the factor 1/2 is included to account for summing over pairs, and v ( Ira - rbl ) = 
v ( Irb - ral ). The most common potential employed in such calculations is the Ewald- 
Fuchs potential, 

where 77 is a parameter such that for Ira - rb I >> ?-'I2 

and 

This is the potential to be used in  the calculation. The Fourier transform of the potential 
is made in such a way that structure factor terms appear in  the energy just as in the elec- 
tronic energy case: 

where 

and 

F [V(R)] = / V ( R )  d R  , 

R = r a - r b ,  

(6.9) 

R = IR1. 

It is shown in Appendix D that the Fourier transform of the Ewald-F'uchs potential is 

If the integral over q is now changed into a summation, i.e. 

and Equation 6.10 placed into Equation 6.8, 

Next a summation over all indices and a limit as 77-a is performed 

(6.10) 

(6.11) 

(6.12) 
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which can be written in a more symmetric manner by noticing that q is summed over 
negative reciprocal vectors as well as positive: 

The case for summation over identical ion cores can be written as 

o r  

Then the total electrostatic energy can be written as 

- N e Z  S, (0) Z:2 L i m  (z) 'I2 
77-m 

0. 

(6.15) 

which can be rewritten in a fashion similar to that of the 3rd term in the electronic energy, 
i.e. 

where 

(6.18) 

The limit here is to be taken after summation over q.  The first term in Equation 6.17 will 
be called the "admixture" energy. 

LATTICE VIBRATIONAL ENERGY FOR THE CASE OF 
THE IMPERFECT CRYSTAL 

In the two immediately preceding sections, the total static energy, consisting of the 
electronic and electrostatic energy, was calculated for the imperfect crystal. The calcu- 
lations were done in such a manner that structure-dependent terms, i.e. quadratic terms 
in the structure factors, were isolated. Hence, to evaluate the dynamic crystal, it is 
necessary only to evaluate the dynamic nature of the structure-dependent terms, namely, 
s, (9) s* (9 ) .  Before this is done, it will be assumed a priori that the equilibrium positions 
of all &e ions, given by ra , are known. These can be calculated by minimizing the total 
static energy with respect to the p a  's. This means that 
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which is just the harmonic approximation. Then the dynamic structure factor for the a-th 
ions can be calculated in terms of the deviations from the equilibrium positions, namely, 

Since the 
the exponential 

deviations from the equilibrium positions are assumed to be very small, 
can be expanded in terms of the 6 ra I s ,  

r 

Then the following product, which occurs in  the electronic and electrostatic energies, is 
evaluated up to quadratic terms in the displacements: 

Now it is obvious that in  calculating the energy difference between the dynamic and 
the static crystal, the only important terms a re  the band structure energy in the electronic 
energy and the admixture energy in the electrostatic energy, the other terms being inde- 
pendent of ra. Therefore the energy difference is 

which is quadratic in  the displacements and now can be written in matrix form as 

SE = D~~ 6ri Frj 
i j  

where the sum i & j is over all sites, host as well as defect. 
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Actually, time-dependent perturbation theory should be used to calculate the dynamic 
energy of the imperfect crystal. Nevertheless, the contribution to the total energy of the 
normal modes, i.e. Dij  , can be neglected as compared to the electronic energy. In other 
words, phonon modes can be easily excited at rather low temperatures, but electronic 
modes need a much larger temperature o r  energy to be excited. However, a self-consistent 
calculation can be done by first using time-independent perturbation, calculating Di , then 
finding the normal modes, wo . The w o  's can be used as the first-order approximation in 
the time-dependent expression for the dynamic energy to calculate new wl's. The new wl's 
are in  turn placed back into the time-dependent expression for the dynamic energy and the 
third round of wz 's is obtained. This iterative calculation should be continued until con- 
vergence is obtained. 

CONCLUSION 

The force constants D i  have now been obtained rather rigorously. The next step is to 
calculate the normal modes of vibration. Since the force constants have been calculated 
by introducing the long range interactions due to the conduction and valence electrons 
through the electronic energy, it would be inconsistent to calculate the normal modes using 
equations of motion with the same force constants o r  to consider just the force constants 
associated with the defect to differ only out to a certain number of nearest neighbors. 
Therefore, the equations of motion should be written down in which all the force constants 
between all ions are capable of being different. Indeed, if only one defect is introduced in 
the crystal, it is not difficult to see from the change in the pseudopotential and electronic 
and electrostatic energies that all force constants will be changed. Also, the introduction 
of two or more defects makes the force constants dependent on the relative distance be- 
tween defects. Therefore, the normal modes of the imperfect crystal and its total energy, 
including the ground state energy, will be dependent on the relative distance between 
defects . 

The virtues of the theory lie in the fact that all calculations a r e  self-contained. 
Nevertheless, just as a chain is no stronger than its weakest link, the drawbacks of the 
theory, even if minute, should be exposed. 

First, some scheme must be invented to handle the relaxation of the lattice due to 
the introduction of defects. 

Second, overlap of core states will definitely complicate the calculation. The OPW's 
on different crystal sites will no longer be orthogonal. As a result, a new set  of basic 
functions should be employed, i.e. Wannier functions. 

Third, because of the inclusion of one or more defects, all translational symmetry 
is destroyed.* This means that the linear momentum is no longer a generator of the trans- 
lational symmetry group which happens to be abelian, and no longer commutes with the 
Hamiltonian. Therefore, k cannot be a good eigenstate label. 

Fourth and last, some defects have several equivalent configurations. Therefore, 
they a re  degenerate in energy, the degeneracy manifesting itself in the local symmetry 
of the defect and its surroundings. To jump into another equivalent position, the defect 

*In the case of one defect, the rotation group of the crystal about the defect may be a subgroup of the 
perfect crystal point group. 
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has to surmount a potential barrier which in some cases is very small.* In these cases, 
the harmonic approximation is no longer valid. This is probably the case of the intersti- 
tial Li, which is interesting in itself since it interacts in  some unknown way with vacancies. 
To treat such examples an anharmonic calculation is undoubtedly needed. Nevertheless, a 
calculation in which the present theoretical treatment is employed should prove to be 
exceedingly useful. 
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APPENDIX A 
CALCULATION OF E, FOR A STATIC CRYSTAL BY USING 

TIME-INDEPENDENT PERTURBATION THEORY 

The wave equation for the crystal is given by Equation 1.11 as 

(T ') 'Pk = (Pk (A-1) 

The pseudopotential is treated as a small perturbation on the exact free electron equation, 
i.e. Tlk) = Eolk> , where 

Ti2 k2 
2m 

E, =- 

Then Equation 1.12 is written as 

(T A w, ypk = 'Pk 1 

and the perturbed function yk and energy E, are  expanded in  a power ser ies  in A . The 
subscript k is dropped for the time being: 

(A-3) 

This in  turn is placed into Equation A-1 to yield 

(T t A w) (yo  t A rp, t A' 'p2 t - - )  = (E, t A ,  E, t A l E 2  t - * ') (rp, t A 'p, t A2 'p2 t * * *). (A-4) 

Since A is an arbitrary parameter (0 I A 5 l ) ,  which will subsequently be set equal to 
1, the coefficients of like powers of A are equal. Then 

T yo = E, 'p,, to zero order in A ,  

T rp, t W yo = E, y, t E, yo, to first order in  A ,  

and finally 

T y2 t W rp, = E, rp2 t E, yl t E, cp2, to second order in A .  (A-7) 

Now the zero order state 'p, is just 

'p, = L2.-1'2 Ik) , 

and the zero order energy is 

(A-8) 

(A-9) 
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From the first section, it is already known that plane waves form a basis for the 
'pkvs. Therefore 

(A-10) 

where q = 0 yields the zero order state (Equation A-8). This in turn is placed into the 
first-order expression in Equation A-6: 

(A-1 1) 

Then Equation A-11 is multiplied through by <k' I ,  and the orthogonality of the plane wave 
functions is used, 

Now 

and 

Then Equation A-12 becomes, by using Equations A-13 and A-14, 

and for k' = k 

E, = (kIWlk> I 

and for k' = k t q 

(A-12) 

(A-13) 

(A-14) 

(A-15) 

(A-16) 

(A-17) 

which are the first-order correction terms to 'pk and E,. To find the second-order cor- 
rection in  energy, the function is again expanded as in Equation A-10, 

This is placed into Equation A-7 to obtain 

(A-18) 

294 



Again Equation A-19 is multiplied through by (k' I and use is made of Equation A-14 to 
obtain 

Now for k' = k ,  

E, = c'ail) (klWlk t q>  , o r  

q 

(A-20) 

(A-21) 

where the prime signifies q = 0 term is missing. Then Ek = Eo + hE, + h2 E,, to second 
order. Setting h = 1, and substituting Equations A-21 and A-16 into the above expression, 

which is the energy as a function of k correct to second order in the perturbation. 
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APPENDIX B 
CALCULATION OF THE HERMITICITY OF P AND THE ENERGY 

TO SECOND ORDER BY USING W, 

The non-diagonal matrix elements of P are given by 

or  

or 

o r  

= (klaa) <aalk + q> , 
aa 

or  finally 

= <klPlk + q> . 03-11 
From Equation 2.23, the difference between the off diagonal matrix elements of the D defect 
pseudopotential and its complex conjugate is given by 

The second-order contribution to the energy from Appendix A is given by 

which can be rewritten by substituting Equation B-2 for <kIWLlk + q> as 

The last term can be rewritten as 

03-41 

03-51 
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where the first term is now an unrestricted sum and the second term is the q = 0 term. 
If the following closure relation is used 

then B-5 becomes 

<klPWlk> - <klPlk> <klWlk> 

The first term again can be written by using Equation 2.21 and the fact that P . P = P , as 

o r  

which becomes, by using Equation 2.24, 

<klPWlk> = <klWlk> (klPlk> 

Therefore B-5 is zero to second order, and the second-order'term in the energy can 
simply be written as 

' I <k + SlW,lk> I 2  
E E )  = z&2 

2m 
2 

q - (k2 - Ik t ql ) 
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APPENDIX C 
THE SELF-CONSISTENT DETERMINATION OF W I k> AND W(D)I k> 

BY SUCCESSIVE ITERATIONS 

The linear operator on eigenstate I k> is given by Equation 2.25 as 

WIk> =Vlk> + ( F - E a )  d2 k2 laa> <aalk> + <kIWlk> Plk> 
aa 

The f i rs t  iteration yields 

The second iteration yields 

+ rG -Ea) <kba> <aalk> Plk) + <klVlk> <klPlk> Plk) 
a a  

+ ?$- Ea) < k b >  (aaIk> <klPlk> Plk> 
ea  

+ <klWlk> ( <klPlk>)2 Plk> * 

Each iteration adds the same two factors,<klVlk> and 

(x ,fi2 k2 -Ea) < k b >  <ab> Plk> ? 

aa  

multiplied by a power of (k]Plk> . The N + 1 iteration yields 

rx+ <k(V(k> -Ea )  laa) <aaIk> Wlk) = Vlk> + 
2m 

aa  
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By mathematical induction it follows that after infinite number of iterations 

Wlk> = Vlk> t (- .K2 k2 t <klVlk> -Ea) laa> <aalk> 
2m 

aa 

fi2 k2 
t (1 - <klPlk> ) - I  (7 + <kIVIk> - Ea) < k b >  <a+> Plk> (c -4) 

aa 

The diagonal elements can be obtained by multiplying Equation (2-4 through by (k I : 

& y s  f (klVlk) -Ea) ( k b )  <aalk> 

(c-5) 1 - <klPlk> 
<klWlk> = <klVlk> t 

and the off diagonal elements by <k t ql: 

<k t qlWlk> = <k t qlVlk> t yx 2m t <k(V\k> - E a )  x 
aa 

The diagonal and non-diagonal matrix elements of the D defect pseudopotential can 
be obtained from Equations C-5 and C-6 by merely replacing V (r) by the D defect crystal 
potential VD) (r) and requiring the indices aa = X L  , m s  , and yg . Otherwise the equations 
are identical, since the indices aa are arbitrary. 
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APPENDIX D 

CALCULATION OF THE FOURIER TRANSFORM OF 
THE EWALD-FUCHS POTENTIAL 

The Ewald-Fuchs potential between two arbitrary lattice sites a and b is given by 

The Fourier transform of this potential will then be 

F [ V ( R ) ]  = V ( R )  e - i q ’ R d R ,  I 
where R = ra - rb and R = IR(  . If <(q, R) = 6 ,  then this can be written as 

F [V (R)]  = 27r [ V (R) e-iqRcOs * sin 6 d6 R 2  d R ,  

which can immediately be integrated to yield 

V ( R )  s h q R  R d R .  03-41 

where 

Upon substituting v (R) into the above expression, the following form is obtained 

8 v  Zz Z/; e2 
F [ V ( R ) l  = [ s h q R  G ( R ) d R ,  

J?IR 
G(R)  = e-x dx .  

A partial integration is done on the R dependent part: 

The first term, the surface term, is zero at the lower limit and at the upper limit oscil- 
lates rapidly enough to give zero contribution. Therefore, the total contribution comes 
from the second term, which can be rewritten as 
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This can be recognized as just the Fourier transform of a gaussian distribution, which is 
readily integrated by completing the square in the exponent, 

47rZ; ZE e* 

q2 
(D-9) F [V(R)l  = e-q 1417 
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PROCESS OF INFORMATION TRANSFER 
AND TECHNOLOGY UTILIZATION 

H. H. Sun,* E. Fromm,** J, C. Newt 

INTRODUCTION 

There exists at the present time a growing interest in developing new knowledge 
through information transfer between disciplines and an awareness of the important 
process of technology transfer withinvarious sectors of our society. These two closely 
related processes a re  derived from the same motivation; i.e., to effectively use knowl- 
edge by encouraging communications between disciplines and different sections of society 
in an effort to solve problems of common needs or  objectives. 

Adapting space technology to biomedicine for civilian use provides an excellent 
example of information transfer (References 1 and 2). The research must be conducted 
by an interdisciplinary team of medical and physical scientists capable of recognizing 
the potential application and adapting the technology to solution of biomedical problems. 
The interdisciplinary team must be able to communicate with each other and to dissem- 
inate information from government agencies or  government-sponsored industries for 
effective use in biomedical problems. 

The paper will present a brief study of the information transfer process among 
various sectors of society 2nd also of information transfer arcong persons in an inter- 
disciplinary team. A case study of information transfer and technology utilization from 
the space effort to biomedicine will  be presented. From this result, a system model 
of the technology transfer will be presented, which will cover the major elements and 
processes involved in this transfer. 

INFORMATION TRANSFER PROCESS BETWEEN SECTORS OF SOCIETY 

There are  three sectors of our society that a re  concerned with the problem of 
technology transfer (References 3 and 4): federal government, industries, and uni- 
versities. The federal government is currently supporting research and development 
programs at an annual rate of more than $23 billion. The process of information trans- 
fer is made within these three sections, with the federal government providing the major 
sources of information and new technology. 

Three agenices, Department of Defense (DOD), NASA, and Atmoic Energy Commis- 
sion (AEC), account for nearly 90 percent of the federal research and development (R & D> 
spending (Reference 5). From 1962 to 1966 the number of abstracts in NASA's listing 
of Scientific and Technical Aerospace Reports (STAR) in the Biomedicine area (Bio- 
science and Biotechnology) increased about twenty fold. Because of the large number of 
governmental agencies and their involvement in different technical areas, the problem 
of communication with the government agencies themselves becomes formidable. Com- 
munication between government and industries and universities, therefore, becomes a 
very difficult task (Reference 6). 

*Director,  Biomedical Engineer ing Program, Drexel  i n s t i t u t e  of Technology,  Phi ladelphia ,  Pa. 

tChief, Test a n d  Evaluat ion Division, G o d d a r d  S p a c e  Fl ight  Center ,  Greenbe l t ,  Md. 
**Assistant Professor, Biomedical Engineer ing Program, Drexel  Inst i tute  of  Technology, Pholadelphia ,  Pa. 
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l i s t  the classif ied documents.) NSA-Nuclear Science Abstracts IM-Index 
Medi cus. 

Figure 1-Maior channels of information transfer. 

A detailed study was conducted to identify the major channels of communication for 
technical and scientific information transfer. The result is presented in a flow chart in 
Figure 1. DOD, NASA, and AEC, together with the National Library of Medicine (NLM), 
comprise the major source of technical information, with each publishing an abstract 
and index. The federal government is now publishing the Government Wide Index (GWI) 
and United States Government Research and Development Reports (USGRDR) to consolidate 
output of the three agencies. The Clearinghouse for Federal Scientific and Technical 
Information (CFSTI) and the Government Printing Office (GPO) act as the outlet for 
providing documents to the public. Industries and universities that are  under con- 
tract from one government agency normally can obtain these documents without cost. 
The R & D results are published in technical reports, symposium proceedings, or 
scientific and technical journals, which are then returned to the government agencies 
for indexing and abstracting. This completes the closed loop of the information trans- 
fer system. It is obvious that major information transfer can be established only i f  
the loop is closed, and the cycle time within the closed loop must be kept as small as 
possible. 

The major problems in the information transfer process can be summarized as 

1. Identification for the source of information - The information source from 
various government-sponsored research and development efforts, as shown 
in Figure 1, is a very complicated process to identify. The various agencies, 
each with its own publication and line of communication, are  not clearly spec- 
ified in any library o r  reference desk. 

follows: 
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2. Time lag on the information flow - The flow of the information from govern- 
ment agencies to research, and from research to the document centers, gen- 
erally takes considerable time. Most publications take from 8 months to 1 
year from the time the paper is submitted to the time when the published paper 
is available for abstracting (Reference 2). 

Dissemination process - The dissemination of information requires that a 
researcher must have the documents readily available. Government agencies 
must make all the information available to the general public without restric- 
tion and cost. 

3. 

INFORMATION TRANSFER BETWEEN VARIOUS DISCIPLINES OF TECHNOLOGY 

Recent technological advances have developed a new concept of the nature and behavior 
of matter and energy. The boundaries among different scientific disciplines gradually 
have disappeared, and a unification of science has evolved. The tools and techniques of 
physics and engineering have reached a level of sophistication that can be applied equally 
to biomedicine and the social sciences. The development of space technology provides 
an excellent example in the information exchange among disciplines (Reference 1). 

Scientists and engineers have become aware of the importance of transfer of knowl- 
edge from the study of inanimate systems to the living and social systems. Universities 
have recognized this problem and have established many interdisciplinary programs to 
conduct research and training (Reference 4). NASA has been actively involved in this 
type of information transfer and has exerted a major influence in helping to form these 
new disciplines (Reference 7). 

Figure 2 illustrates the process of transferring information from space technology 
to the civilian population and the gradual evolvement of new disciplines in universities. 
The advances made by various areas in space research and development can be easily 

-t 

PUBLIC 
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TRANSPORTATION PREVENTIVE MEDICINE AIR POLLUTION 

t 
UNIVERSITIES t 

1 
Figure 2-Information transfer from space technology to  various disciplines. 
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applied to problems in social welfare, health, and national resources (Reference 8). 
The complexity and urgency of these problems have become a great national concern. 
A valuable process for information transfer has been developed by incorporating 
scientific and engineering knowledge gained through space technology into social, health, 
and environmental problems. 

The teamwork of sociologists and engineers has been successfully utilized by many 
space-oriented industries to solve social-based problems. A new discipline of social- 
technology has been established by social scientists and physical scientists to bridge 
the gap (Reference 9). Biomedical engineering was first established about 10 years 
ago by a group of physical scientists andlife scientists (Reference 10). Since then, 
many important discoveries i n  basic and applied physiologic research have been made 
that will greatly improve the health of the nation. The problem of national resources 
is now being attacked by chemists, engineers, and medical researchers. This group is 
organized into the new discipline of environmental engineering and has concentrated 
its efforts in this major problem (Reference 9). 

PROCESS OF TECHNOLOGY TRANSFER AS DEVELOPED THROUGH A SPECIFIC 
R AND D PROBLEM 

To identify the information transfer process from space technology to other sectors 
of the society through interdisciplinary approach, study of a specific R & D problem has 
been undertaken. The result of this study can be easily applied to the general problem 
of information transfer for technology utilization of space work. 

The specific problem is how to develop a miniaturized personal-borne physiological 
monitoring system for continuously monitoring body functions while the s'ubject is per- 
forming his normal activities in his native environment. This problem will greatly 
affect the study of information transfer and technology utilization. NASA has developed 
a complete monitoring system for astronauts in the Mercury Gemini projects. The prime 
consideration of NASA, however, is reliability under high-impact, gravitational, and 
vibration environments. The system was developed at a cost not suitable for civilian 
purposes. Furthermore, most of the information is scattered through a large variety 
of sources, such as contractor's reports, technical documents, and scientific journals 
in various government agencies, industries, and universities. 

An interdisciplinary team, consisting of engineers and physiologists from uni- 
versities, was organized, and the project was launched at the Goddard Space Flight 
Center (GSFC) as a part  of the Summer Workshop. The process of this R & D effort 
is shown in a block design in  Figure 3. Preliminary concepts were developed through 
personal contacts and library search of NASA-published literature and abstracts. A 
tentative model was then developed from these concepts through additional information 
transfer from NASA contractors and other NASA centers. Conferences were held with 
clinical medical personnel to obtain their opinions on the types of parameters required 
and size and weight problems. Preliminary designs were made using materials from 
information and data banks, and testing and evaluation of the system blocks were con- 
ducted using GSFC's testing facilities. This completed the first phase of the work. 
Further work on interface and system refinement, system test, and f ina l  model, de- 
velopment can be carried out within a short period of time. 

The results of this study can be applied to other problems of information transfer 
and technology utilization from space effort to social welfare, health, and natural re- 
sources as mentioned earlier. NASA, with its great potential of technical development 
and scientific knowledge, provides the three major requirements of the technology 
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Figure 3-Process o f  information transfer for an R & D problem. 
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transfer, i.e., technical documents, scientific environment, and research and engi- 
neering facilities. Technology transfer and utilization can be easily accomplished 
through dissemination of the documents, personal contact, and work in the NASA's 
Bcientific environment, using its facilities for laboratory and experimental study. 
The interdisciplinary team of scientists can be considered as the input function and the 
final result or product as the output function of this technology transfer system. The 
final model of the technology transfer is shown in Figure 4. 

. I 

I I NASA I. I INTERDISCIPLINARY 
TEAM 

I I 

Figure 4-Technology transfer system. 

CONCLUSION 

The process of information transfer and technology utilization is very complicated. 
This paper has presented the results of a study identifying most of the processes and 
their major difficulties through a specific R & D problem. Actual work in a NASA center, 
with the close cooperation of the NASA personnel in the technical divisions and library 
and technology utilization group, has resulted in the process identification and system 
modeling of the technology transfer, in addition to the successful completion of the design 
of the specific R & D project. It is hoped that these results will benefit the other efforts 
of technology utilization and information transfer and will generate interest in effective 
civilian use of space technology. 
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PHYSIOLOGIC SIGNALS FOR A PERSONAL-BORNE 
MONITORING SYSTEM 

E. Fromm* and H. H. Sun** 

INTRODUCTION 

This paper briefly discusses the basic human physiology of the parameters 
pertinent to the present personal monitoring system development and attempts to set 
the broad engineering specifications of these parameters for appropriate equipment 
interfacing. The parameters discussed are those that were considered reasonable to 
transduce within the framework of the system objectives. Details of cellular-level 
neural and control mechanisms have been omitted, since these are not pertinent to the 
transduction and recording phenomenon considered in this project. 

CARDIAC ACTIVITY 

The heart undergoes both electrical and mechanical changes. Monitoring the elec- 
trical changes provides information on the integrity of the electrical conducting system, 
its delay times, and rhythms. Monitoring the mechanical changes provides information 
on the integrity and coordination of the mechanical parts, (e.g., valves, septum, and 
chambers). The mechanical activity follows, and is a direct result of, the electrical im- 
pulse and propagation. 

Electrical 

The electrocardiogram (ECG) is a graphic trace of fluctuations in electrical poten- 
tial. These fluctuations represent the algebraic sum of the action potentials of the myo- 
cardial fibers as recorded from the surface of the body. Depolarization of the normal 
heart follows the path shown in Figure 1. It begins in the sino-atrial node, which is 
considered the pacemaker, and spreads evenly through the atrial masculature to the 
atrio-ventricular node. After a slight delay, the wave of depolarization (action potentials) 
spreads rapidly through special nerve paths (perkinje fibers) throughout the ventricular 
masculature. As can be seen from the figure, however, the entire ventricle is not de- 
polarized simultaneously; the right .side slightly precedes the left side. The left chamber 
walls are thicker than the right, having more perkinje fibers and action potentials. This 
condition combined with the phase shift results in an algebraic sum which varies when 
different positions of the heart are viewed. The body, because of its good conducting fluid, 
acts as a volume conductor; these potentials, therefore, may be perceived at the skin 
surface. 

An idealized ECG wave from lead II (right arm and left leg) is seen in Figure 2. 
The P-wave represents atrial depolarization, the QRS complex represents ventricular 
depolarization, and the T-wave represents ventricular repolarization. From these 
representations and from the short description previously given of the sequence and 
conduction paths, it can be seen how delay time, magnitude, and slope variations may be 
interpreted as changes in the integrity of the cardiac electrical cycle. 

*Assistant Professor, Biomedical Engineering Program, Drexel Institute of Technology, Philadelphia, Pa. 
**Director, Biomedical Engineering Program, Drexel Institute of Technology, Philadelphia, Pa. 
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This paper will not describe the numerous clinical lead configurations for taking 
the EGG since a physiology text may be consulted for discussion of the standard limb 
leads, the unipolar leads, and the augmented unipolar leads. When monitoring relatively 
active subjects, leads placed at the extremities become too restricted. Furthermore, 
when placed over large muscle masses, leads on the torso may pick up significant 
electromyographic interferences. Under such conditions axillary and sternal lead systems 
have been used to make the leads less mobile and to place them over cartilagenous or 
bone structures. To have effective interpretation with respect to established clinical 
norms, care must be taken to place leads as close as possible to standard positions. 

As measured from the surface of the body, cardiac potentials have peak amplitudes 
of 1 to 2 mv, a dynamic range of 50 db, and a frequency spectrum of 0.1 to 100 Hz between 
the half-power points (3 db down). Electrode impedances vary with the particular elec- 
trode, conducting media, and form of attachment. Impedance ranges from 1000 to 5000 
ohms are  a satisfactory approximation for good wet electrolyte-type electrodes and as 
high as 100 OOOohms for dry-type electrodes. These conditions vary according to skin 
preparation techniques . 

Mechanical 

The mechanical energy of the heart is converted to acoustic energy. Among the 
sources of the sounds accompanying the cardiac cycle are  the hydraulic pressure tran- 
sients associated with sudden blood flow acceleration o r  deceleration; valve closure; 
vibration of the heart chamber walls and valves; and blood flow turbulence. 

There are  four heart sounds associated with different parts of the cardiac cycle. The ' 

first is associated with the onset of ventricular contraction and the closing of the mitral 
and tricuspid valves. The second sound is caused by closure of the aortic and pulmonic 
valves and opening snap of the mitral and tricuspid valves at the end of the ventricular 
systole. The third sound, probably caused by vibrations set up by the inrush of blood, 
coincides with rapid ventricular filling. The fourth sound is rare but coincides with 
atrial contraction and final blood movement from atrium to ventricle. With high-pressure 
gradients, fluid flow, valvular actions, and chamber wall vibrations recorded in this 
manner, it may be readily appreciated how modifications of valvular structure, opening, 
closing, and chamber configuration would be detected. 

In addition to the stethoscope, microphone pickup is used for phonocardiography 
procedures. A 15- to 2000-Hz bandwidth at the 3-db points is usually considered for 
sophisticated work; however, a 500- o r  1000-Hz cutoff is sometimes employed to mini- 
mize noise and movement artifact. An 80-db dynamic range is sufficient to handle the 
high intensity low frequencies and the lower intensity high frequencies. 

Transducer placement is obviously a critical factor. Microphone placement on 
various parts of the chest will enhance the pickup from one area of the heart as com- 
pared to another. For monitoring active subjects, transducer placement and attachment 
are also important. Movements at the point of attachment are difficult to overcome; 
therefore, many studies on the active subject exclude phonocardiography because of poor 
signal-to -noise conditions. 
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ELECTROENCEPHALOGRAPH 

Delta rhythms 
Theta rhythms 

Alpha rhythms 
Intermediate frequencies 

Beta rhythms 
Fast frequencies 

The electroencephalograph (EEG) records electrical activity of the neurons in the 
brain, detected by electrodes placed on the surface of the head. The resultant data have 
been used to study organic disorders such as brain lesions and tumors and to study 
the biochemical and electrical activity of the central nervous system with the relation 
of EEG potentials to psychopyhsiologic responses. 

0.5 to 3.5 
4 to 7 
8 to 13 
14 to 17 
18 to 30 

Above 30 

The EEG is a complex, nonperiodic waveform containing many frequencies with 
shifting phase relations and varying amplitudes. Inspection of the EEG tracings indicates 
the distinct frequency bands shown in Table 1. 

Table 1 
Frequency Bands Established By 

Inspection of EEG Tracings 

I I I 

Frequency 
(Hz) 

Tracings 

Certain of these rhythms are  associated with specific psychophysiologic states, e.g., 
alpha with the relaxed awake state and variations with sleep, excitement, and eye blinking. 
Since some of these low intensity waves appear to correspond to definite activity states 
of the brain, certain waves are more prominent over specific areas of the cortex. 

The average potential difference between electrodes in an EEG is 50 PV, but ranges 
of 2 to 200 IJ-v may be encountered with a frequency spectrum of 0.1 to 80 Hz between 
half-power points. Unipolar and bipolar electrode configurations are employed with 
standard wet electrode impedances of 3000 ohms or  less. 

RESPIRATION 

The respiratory system provides the body with oxygen to carry out some of the many 
oxidation reduction reactions of the metabolic processes. The system returns to the at- 
mosphere carbon dioxide and water that are formed by the chemical reactions in the cells. 
The physical chemistry and biochemistry aspects of the cellular -level gas transport, ex- 
change, and metabolic processes are  not considered within the framework of the minia- 
ture monitoring system with which this program is concerned. The mechanics of respi- 
ration are discussed to offer a background for rate and volume measurements. 

The normal pressures within the lung (intrapulmonic) and the thoracic cavity (intra- 
pleural) during the inspiratory and expiratory processes are diagrammed in Figure 3. 
The lungs and chest wall are elastic structures, with the space between the lungs and 
chest wall containing only a very thin fluid layer. Inspiration is an active process with 
inspiratory muscles contracting to raise the lower ribs, which pivot as if hinged at the 
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back. The diaphragm has an even more important 
role and accountsfor 75 percent of the intrathor- 
acic volume change. It is attached around the 
bottom of the thoracic cage and, when stimulated, 
moves downward like a piston. The increased 
volume of the intrathoracic space during inspi- 
ration creates a greater negative pressure in this 
space than exists in  the relaxed state. The lungs 
respond and expand to f i l l  the void now created, 
thus establishing a negative intrapulmonic pres - 
sure. The situationhas been createdfor an inrush 
of atmospheric air into the lung through the open 
air passages until the intrapulmonic and atmos- 
pheric pressures equalize. The inspiratory proc- 
ess has increased the thoracic volume both in- 
ternally and externally, altered the quantity of gas 
within this volume, and caused a rapid inrush of 
atmospheric air. 

The normal expiratory process is a passive 
one. The thoracic cage returns to its initial con- 
dition when stimuli to the respiratory muscles and 
diaphragm are  withdrawn, forcing the lungs, 
aided by their own elastic recoil to contract. In 
this manner the passive processesforce the intra- 
thoracic pressure to increase with the lungs 
responding and acutally forcing the air out of the 
passages. The entire process normally takes 
about 4 seconds, with slightly less  than half that 
timefor inspiration. The forced air flow, as well 
as thoracic dimension and content changes, may 
be monitored to determine respiration rates and 
volumes. 

This study is not concerned with constituent 
gases at inspiration and expiration, but these may 
be investigated with instream instrumentation. 
The frequency of such information is verylow. 
If only rate information is desired, then a re -  
sponse range of 0.1 to 1 Hz is sufficient. If true 
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Figure 3-Changes in intrapleural and in- 
trapulmonary pressure during respiration. 

waveshape is desired, as from volume curves, then a frequency spectrum of 0 to 10 Hz 
is encountered. Signal magnitudes depend, of course, on transducing mechanism and 
sensitivity. Average tidal volume is approximately 500 ml of room air. Forcedinspirations 
and expirations will increase this total flow to approximately 5 l i ters for an adult male. 
These figures depend on the subject’s physical size, age, and lung compliance. When moni- 
toring from a mobile subject, it should be noted that lung volumes change withpositionchange. 
Tidal volume remains relatively constant, but a shift of the volume on which this is super- 
imposed is noted. 

TEMPERATURE 

Body heat is produced by muscular exercise, assimilation of food, and the vital 
processes that contribute to the basal metabolic rate. Heat is lost by radiation, con- 
duction, vaporization in the respriatory passages, vaporization on the skin, and waste 
matter elimination. The balance between heat -production and heat-loss mechanisms 
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determines the body temperature. Man is hemeothermic; i.e., he has a group of reflex 
responses integrated in  the hypothalamus to maintain the body temperature within a 
narrow range. These reflexes may control body temperature by increasing o r  decreasing 
heat production through shivering, mild muscle exercise, sweating, and panting. 

Temperature can be recorded in  the mouth, axilla, groin, ear, o r  rectum. With all 
of these methods the goal is to determine indirectly the temperature of the blood and, 
thus, of the deeper body tissues. Rectal and middle ear  temperatures are representative 
of this "core" temperature, while oral temperature is usually about 1°F lower. Maximum 
temperature in the axilla is 1°F lower than that in  the mouth and that in the groin closely 
approximates that in the mouth. Skin temperatures are, of course, related to environ- 
mental conditions and, to be meaningful, must be well insulated from such influences. 

Normal deep-body temperature in  an adult at res t  is 97" to 99.5"F (36" to 37.5"C) 
and remains fairly constant in  health. The average adult oral temperature of 98.6"F 
(37.0"C) is relatively stable for an individual but may vary among individuals. Diurnal 
fluctuations of as much as 3°F may occur normally, with the minimum occuring in  early 
morning hours of deep sleep and the maximum during late afternoon and evening. 

GALVANIC SKIN RESPONSE 

Galvanic skin response (GSR) is used as an indication of autonomic nervous system 
activity due to psychophysiologic effects. Changes in skin resistance result from autononic 
reflexes to internal and external stimuli, changing the vascular bed tone by constricting 
near-surface capillaries, and controlling the activity of the sweat glands. Skin resistance 
measurements should be made, however, a t  areas  having significant sweat glands but 
which do not participate significantly in  the temperature control mechanism. Such areas 
would increase and decrease sweat gland activity with reference to environmental con- 
ditions. Body surface areas  useful for such purposes are soles of the feet and palms of 
the hands. 

Human skin resistance may vary from a few thousand ohms to several megohms 
depending upon area  and composition of electrodes and electrolyte, current density, con- 
dition of subject, temperature, humidity, and air pressure. This resistance is a very 
slow varying dc phenomenon called base resistance. Physiological o r  psychological 
stimuli cause variations of the order of a few percent of this resistance and are referred 
to as the specific response. It is this ac phenomenon, superimposed over the slowly 
varying de, that is of interest. The resistance can be measured by passing ac o r  dc 
between two electrodes placed close together on the skin. Measurement of skin potentials 
has also been used for this purpose, although the constant current method is more pre- 
valent. Frequency response range of 0.01 to 1 Hz is sufficient for GSR signal conditioning 
equipment. 
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A SURVEY OF RECENT DEVELOPMENTS IN PHYSIOLOGICAL 
MONITOFUNG SYSTEMS 

H. H. Sun,* E. Fromm,** and R. Zeskindt 

INTRODUCTION 

The term tthomeostasis" describes functions of the human organism that automat- 
ically regulate parameters so as to maintain the internal environment at a constant level. 
Any degenerative process will change the system into maladaptive behavior, and the only 
way to reduce its occurrence is to detect symptoms in the early phases. This requires 
a continuous measurement of the parameters that regulate the equilibrium condition of 
the human system (e.g., body temperature (BT) heart rate, and mechanical and electrical 
signals generated by the body itself). 

Recent space efforts have developed elaborate and sophisticated physiological moni- 
toring systems related to astronauts in space. These systems have generated great in- 
terest in the information exchange between the space and biomedical scientists. The 
transferring of knowledge represents a major step in the development of civilian-based 
physiological monitoring systems and has contributed greatly toward the study of pre- 
ventive and industrial medicine. 

A detailed study of the physiological monitoring systems developed through the space 

1. 

effort is important for the following reasons: 
It brings to the attention of biomedical engineers and medical researchers the 
vast amount of knowledge that is presently available and can be easily adapted 
to immediate application. 
The study will provide a good example of the tecnological utilization of space 
knowledge and will generate wide interest in the information transfer to other 
scientific disciplines, such as social technology and environmental engineering. 

2. 

This paper presents a detailed study of the physiological sensors that have been 
successfully tested and proved useful for this purpose. The studies of the signal condi- 
tioners and recorders are briefly discussed, but specific details and comparisons are  
beyond the scope of the paper. References 1 through 12 are general studies covering 
the overall monitoring system. References on sensors are described and compared in 
the remainder of this paper followed by the detailed references investigated that may be 
consulted for specific details of signal conditioning equipment. 

SIGNAL SENSORS (TRANSDUCERS) 

The signal sensors or  transducers are devices that measure physiological param- 
eters and transmit o r  convert them to electrical energy for signal conditioning equipment. 
The amount of energy for measurement purposes is usually small and, therefore, neces- 
sitates extremely sensitive electrodes o r  a contacting device not affected by body 

*Director, Biomedical Engineering Program, Drexel Institute of Technology, Philadelphia, Pa. 
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movements o r  noise degradation. The signal sensors discussed in  the following sections 
a re  for electrocardiograms (ECG), electroencepholograms (EEG), galvanic skin response 
(GSR), BT, blood pressure (BP), and respiration. 

Electrocardiogram 

The ECG electrodes used on the first Mercury flights were made of stainless steel 
mesh. These electrodes, however, were the cause of skin irritation after long usage and 
caused motion artifact in  the ECG tracing (Reference 13). A wet electrode system was 
developed by NASA using sliver o r  silver-chloride electrodes with an electrode paste 
that was tested for up to 96 hours with satisfactory results (Reference 14). The skin- 
electrode impedance for these electrodes was found to be almost constant at 10K ohms 
for 4 days. 

NASA at Edwards has developed a spray-on electrode (Reference 15) using a conduc- 
tive spray over a wire placed on the skin. This electrode has a high impedance and re- 
quires a specially designed signal-conditioning circuit that has also been developed for 
this purpose. NASA-Edwards has found this electrode to be very satisfactory and, through 
its technology utilization program, has generated interest to the point that it is now com- 
mercially available through the Hauser Research and Engineering Co. 

Other electrodes suitable for monitoring systems are the ones used by the Navy (Ref- 
erence 16) and the wire-mesh type developed by a number of commercial firms, including 
Cordis Corp. and Telemedics, Inc. 

Electroencephalogram 

NASA has not been extremely active in EEG-electrode development. Cup electrodes 
a re  generally used, and some attempts with spray-on electrodes have been made. The 
Navy has used 5/8-inch diameter silver wire mesh electrodes attached with Bentonite 
paste to the unshaven scalp. This paste, however, begins to dry up in approximately 2 
hours. 

Cup electrodes, used in aerospace study, a r e  attached to the skin with adhesive 
cement with the hollow protion filled with electrode jelly. A good liquid contact is achieved 
that can be maintained for extended measurements of up to 24 hours. With careful prep- 
aration of the skin, electrode lead impedances under 2000 ohms can be obtained. 

Galvanic Skin Resistors 

NASA has not monitored the GSR from its space flights; however, studies have found 
that zinc and lead are good electrodes for GSR measurement and that polarizing elec- 
trodes would be the best for this purpose (References 17 and 18). Many electrodes that 
make excellent electrical skin contact are not, however, suitable for long-term studies. 

Body Temperature 

On all but the last of the Mercury flights, a rectal deep-body temperature probe was 
used. It consists of a 2-inch probe, with a thermistor at the tip imbedded in a coating of 
late rubber. On the last Mercury flight, the rectal probe was modified for oral use and 
mounted in the pilot's helmet so that he could take his own temperature upon request 
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(Reference 19). NASA has also developed a device to measure integrated skin tempera- 
ture by using sensor wires affixed on flexible strips of cotton knit cloth inside the space 
suit (Reference 20). The wire temperature follows the body surface temperature and the 
signal is monitored by a differential voltmeter. A constant current source supplies the 
current to the wire, and a selector switch is used so that the integrated surface tempera- 
ture of the body, forearms, chest, back, lower trunk, thighs, o r  legs can be monitored. 

Blood Pressure 

NASA developed a blood pressure measuring device for the Mercury program. It is 
an automatic ausculatory method using an inflatable cuff that is automatically blown up to a 
pressure greater than the diastolic and slowly leaked off. A microphone picks up the 
Korotkoff sounds and superimposes them on the output of a cuff pressure transducer 
(Reference 18). Unfortunately, a high-pressure air supply and sequencing valve a re  needed 
for successful operation. 

The U.S.A.F. School of Aerospace Medicine has developed a similar system with an 
automatic cut-off pressure at 1 mm of mercury above diastolic so that the subject will 
be more comfortable (Reference 21). It sequences automatically every minute. 

An earpiece device for blood pressure measurement was developed under NASA 
support (Reference 22). This device has a light source and photocell to pick up light in- 
tensity change due to blood flow through the ear. A bellow occludes blood flow through 
the ear so that diastolic and systolic pressure measurements can be obtained. This system, 
however, is difficult to calibrate, and the reading is temperature-sensitive. 

Another method is the device to measure the temporal artery pressure (Reference 
23). It uses a diaphragm-suspension, differential-transformer-type, direct-force meas- 
uring transducer for the skin deflection caused by the temporal artery. This device gives 
blood pressure measurement and pulse-wave shape. Calibration of the readings again 
presents difficulty. 

A wireless earpiece oximeter developed under NASA support (Reference 24), uses 
infrared light to give pressure readings and red light to give oxygen-content readings. 
The oximeter is the size of a cigarette package and contains a computing network to 
transform the photocell readings to oxygen content. It uses heat dilation of the ear and 
a mechanical clamp to constrict the ear. This system, also has, calibration and relia- 
bility problems. 

Respiration 

NASA has monitored astronaut respiration rate and depth. It has developed and used 
several methods including, the belt and potentiometer system, the mouth and nostrils 
system, and - in the last two Mercury flights - the impedance pneumographic technique 
(Reference 19). The electrodes used are  the same as mentioned under the ECG (Reference 
14). 

The Navy has developed an impedance pneumographic technique of measuring res- 
piration rate and depth (Reference 25). This technique uses two rectangular electrodes 
constructed of woven monofilament silver -coated nylon with leads attached to the cloth 
from two edges. By insulating the silver-fabric electrodes from the skin with poly- 
ethylene bags, the electrode-skin resistance is kept constant. Baseline shift and move- 
ment artifacts are also eliminated by capacitive coupling. 
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Signal Conditioners 

NASA, as well as the Air Force and Navy, has done considerable work in the de- 
velopment of a variety of signal conditioners designed to meet specific flight objectives. 
EEG and ECG amplifiers have been developed, some of which are single-ended and some 
differential input, high gain with varying input impedances to suit the particular purpose. 
Constant current GSR and ZPN systems have also been described. The details of these 
circuits, some of which have been miniaturized, are  too involved for inclusion in this 
report. References 26 through 49 indicate those units investigated and considered within 
the objectives of this project. 

*re 

CONCLUSION 

Additional work is still needed in the development of monitoring systems and sensors. 
Because most of the research has been performed by engineers under government con- 
tact, supplemental contributions from physiologists and clinical researchers would help 
achieve the ultimate objective of hospital o r  personal-borne usage. Biomedical engineers 
trained in such interdisciplinary research work appear to be the appropriate choice of 
personnel to channel their efforts in this area. 
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A MONITORING SYSTEM FOR PATIENT STUDIES 

H. H. Sun,* E. Fromm,** R. Zeskindt 

INTRODUCTION 

The objective of this project has been to develop a small, personal-borne physiologic 
monitoring system. Earliest concepts envisioned a small lightweight system that could 
be worn inconspicuously by the patient and that could gather information of several pa- 
rameters simultaneously and continuously for 8 hours or  more. 

The information monitored by such a system may be gathered and stored through a 
direct wire-linked system o r  a telemetry system (Figure 1). Each system has specific 
advantages and disadvantages that were initially considered to narrow the conceptional 
phase to more specific design. 

(a) DIRECT WIRE SYSTEM 

(b) TELEMETRY SYSTEM 

Figure 1-Block diagram of wire vs telemetry system. 

The telemetry system may have the data acquisition section at a remote location. 
Assuming the volume and weight of a transmitter to be less  than that of a typical data 
acquisition system, the telemetry scheme would have a lighter size and weight burden 
on the subject. Although one immediately surmises a situation of complete freedom of 
subject movement without wire restraints, this is not always the case with telemetry links. 
Typical short-range telemetry commerically available in  physiologic systems have a 
range of approximately 200 feet (suppliers include Gulton Industries, Vector Manufacturing 
Co., and Signatron.) Thus, for the subject to be completely free in his normal working 
environment (capable of going between locations and buildings), he must carry receiver 
and recorder similar to an attach6 case. Federal Communication Commission require- 
ments for long-range telemetry licensing would prohibit this since the objective has been 

*Director, Biomedical Engineering Program, Drexel Institute of Technology, Philadelphia, Pa. 
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a simplyoperated system, having wideclinical and research acceptance, without sizeable 
stumbling blocks and licensing procedures. 

A direct wire-link system requires that the subject be restrained by wiring to a data 
acquisition console o r  that the entire system be carried by him. The advantage of an  en- 
tirely personal-borne system is that movement is completely unrestricted. Not only is 
inter-office and interbuilding movement possible but intercity as well, if the subject is 
so inclined. It appeared, therefore, that the personal-borne system would be the more 
desirable, provided the data acquisition section could be designed so as not to burden the 
subject. The decision to orient the project to this objective was made early and has been 
pursued with reasonable success. 

RECORDER 

From the brief discussion above, it may be noted that the authors anticipated the 
largest problem to be in  the development of a small data acquisition system. A number 
of signal conditioner and electrode systems have been developed, and it was felt that mod- 
ification and redesign of these would be sufficient for the problem at hand, but no recorder 
with the desired characteristics was available. 

The physiologic parameters considered for the present were the electrocardiogram 
(ECG) as an indication of the integrity of the cardiac electrical system, conduction, and 
delay times; galvanic skin response (GSR) as an indication of psychological s t ress  and 
function of the autonomic nervous system; body temperature for an indication of gross 
changes of metabolic activity; and respiration rate and volume. The information content 
of these parameters is within a dc to 100-Hz bandwidth (Reference 1) to which the re- 
cording media must be adaptable. Design goals for the data acquisition system were small 
size (less than 30 cm3), light weight (approximately 1 lb), continuous recording for a 
minimum of 8 hours, data of dc to 100-Hz frequency range, and production cost of no more 
than $1000. 

A number of recording media were investigated with respect to the design goals. In 
addition, the limlted time of the Summer Workshop made it necessary to consider record- 
ers that could be resonably modified to meet project specifications. Existing optical- 
and galvanometric-type systems are too large and not oriented toward the project objec- 
tives. Paper tape, wire recorders, and electrochemical processes recording media are incapable 
of giving the necessary resolution, recording time, and small size in  the framework of 
limited modifications. A magnetic tape recorder using 1/4 in. tape on 3-in. diameter reels  
at a speed of approximately 0.2 ips, fulfilled the requirementsfor this conceptual phase. 

information transmission than frequency modulation (FM) and is the technique to which 
space communication has been oriented. The authors investigated the possibility of using 
PCM vs  FM and direct recording by examining the requirements for only one channel of 
physiologic information (ECG). Considering the PCM first, the 100-Hz bandwidth of the 
ECG would require a minimum rate of 200 samples per second. A 5-bit work resolution 
(Le., 32-level discrimination) would cause an inherent 3 percent e r ro r  that is the maxi- 
mum tolerable. A digital tape with packing density of 2000 bits per  inch is reasonable and 
implies, therefore, a minimum tape speed of 0.5 ips and a maximum recording time of 4 
hours on a 3-in., 600 ft reel. Thus, considering only the one parameter, PCM use would 
not meet the recording time requirements unless multiple-track parallel recording tech- 
niques were used, thereby ruling out ready expansion to multiple physiologic parameters. 
In contrast to this, with FM and direct recording, a 100-Hz bandwidth and 2000 cycles per  
inch packing density would allow a minimum speed of 0.05 ips, o r  40 hours on a 3-in., 

It has been indicated that pulse code modulation (PCM) is a more efficient means of 
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600-ft tape. In actual experimentation, it has been found that the 2000 cycles per inch of 
direct recording packing density is very conservative and may be multiplied by a factor 
of three, thereby requiring even less of the tape capacity for this one data channel. The 
foregoing analysis, therefore, indicated direct and FM recording to be the appropriate 
approach. 

A number of commercially available recorders, developed through governmental 
funding, were investigated. The Leach Corp. LEM Recorder and Cook Electric Bio- 
medical Recorder have been developed specifically for Apollo project personal-borne 
information retrieval (Reference 2). Although a significant advance of the state-of -the- 
art, these units were considered unsuitable for this project because of their size, power 
requirements, and most importantly high cost. The Garrett Airesearch unit developed for 
NASA Flight Research Center (FRC) approaches the desired characteristics but is still 
somewhat large. Small scientific satellite recorders a re  larger than desired and not 
readily adaptable to the project specifications. The commercial unit presently available 
from Avionics Research Corp. and used for such physiologic monitoring is four to five 
times as large and heavy as desired, while having only single data-channel capability. 

A recently released announcement by Edwards Engineering describes a small audio 
unit developed for  law enforcement and intelligence service. The unit has a volume of 
less than 15 cm3, weighs 12  ounces, operates from a single 1.35 v mercury cell at a 
current drain of 30 ma, permitting 24-hour operation. It is sold with a drive speed of 
1.875 ips, allowing approximately 45 minutes of recording with standard Scotch 290 
tape. This commercial unit in binaural form has been selected as the most suitable for 
appropriate modification to system specifications. Such a unit, modified to operate at a 
drive speed of 0.1875 ips, uses a standard Nortronics C204K record/reproduce head and 
has enabled recording and playback of up to 1200-Hz signals. The modified unit is pic- 
tured in Figure 2. The 1200-Hz bandwidth will allow several signals to be multiplexed 
on a single tape channel and thus four parameters with the binaural recording head. 
Future expansion to a BQQ4K Nortronics head will allow four tape channels, Le., eight 
parameters. The unit will record and reproduce in real time but, to increase low-fre- 
quency response and decrease reproduce time, the tapes may be played back on any stand- 
ard 1/4-inch tape stereo recorder. Playback at  standard 7.5 ips would mean a 40:l in- 
crease, and recorded frequencies of 0.5 to 1000 Hz would look like 20 to 40 KHz in the 
playback mode. 

SIGNAL CONDITIONERS AND ELECTRODES 

Choice of specific signal conditioners must be related to input parameters and, thus, 
to electrodes, transducers, and impedances. The authors had not anticipated that specific 
circuits and configurations were available for inclusion in the final design without mod- 
ification and certain interface changes. From the comprehensive survey of signal con- 
ditioners developed and presented in the literature, those deemed appropriate for mod- 
ification and interfacing into the monitoring system were selected. Coincident with this 
selection, of course, was choice of desirable electrode systems. 

Extensive research was undertaken to find specific documentation developed through 
various major space projects. The problem of information transfer is a formidable one 
since most of the information is not readily available to the regular researcher. Results 
developed by engineers from major NASA contractors, subcontractors, o r  both a re  not 
available until their final publications. Efforts were made to obtain materials, such as 
specific circuit diagrams, applicable to this project through an intensive search on the 
appropriate contract numbers and drawing numbers. The authors obtained several perti- 
nent documents, including an advanced manuscript on bioinstrumentation from Spacelabs, 
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Figure 3-ECG amplifier. 

The impedance pneumograph technique has been selected to measure respiration rate 
and volume. The choice of electrodes at this point has been confined to three systems, 
two of which have performed satisfactorily. The authors would like the third to be in- 
vestigated. This third category is the use of the dry spray-on electrode, previously de- 
scribed for ECG, as an impedance pneumograph electrode. Experimentation has not yet 
begun but, should it prove successful, this electrode would again be the most desirable 
because of its unobstrusiveness, ease of application,and low cost throw-away design. The 
other two selected electrodes a re  the Lippitt Ag-Ag C1 ECG electrode (References 7 and 
8) and a capacitive plate electrode described by Bergey et al. (References 9 and lo), which 
uses silver-coated nylon in  plastic bags. The signal conditioners for Z P N  consist of a 
battery-operated oscillator whose output is loaded by the varying transthoracic impedance. 
Bergey offers a good miniaturized unit considered suitable for the basis of modification 
and incorporation into this system (Figure 4). The 300-Hz oscillator signal is rectified 
and may then control a low frequency voltage controlled oscillator (VCO) whose output 
will be mixed with another data channel. Intended for use is a unijunction VCO, shown in 
Figure 5, with appropriate bandpass filtering for the fundamental oscillator frequency. 

Body Temperature 

Temperature may be readily transduced with a thermistor probe, as has been done in 
most of the manned space flights. This system uses a Yellow Springs Termistor energized 
by a dc bridge. The output of the system may then control another unijunction VCO, appro- 
priately filtered. The unijunction VCO has been selected for its simplicity, small size, 
low power, and low cost. Although not generally considered with the flyable VCO's it is 
sufficiently stable and responsive to the project's requirements (Reference 11). 
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Galvanic Skin Response 

NASA has not used GSR in its manned space program and, consequently, has not con- 
tributed as much to this parameter as others. Work sponsored by NASA (Reference 12) 
indicates that commercially available small, lead-plate electrodes (E & M Instrument Co. ,) 
are  ideal for GSR. Marko describes a GSR signal conditioner, with decreased voltage supply 
and miniaturization, considered appropriate for modification (Reference 13). It is essen- 
tially a constant transformer-coupled direct current supply to the plate electrodes with 
measurement of the voltage between the plates (Figure 6). This could again be fed into a 
third unijunction VCO and multiplexed with another data channel. 

Specific blocks of the personal-borne physiological monitoring system have been 
described. Each block has been developed to a significant extent but must be further 
modified to allow appropriate system interfacing. The 1967 Summer Workshop has re- 
sulted in the definitionof the information transfer process, modification and fabrication 
of an appropriate recording system, selection of signal conditioners to form the basis 
of system design and fabrication with some breadboarding completed, and the selection 
of appropriate electrode systems. An overall -system block diagram may be seen in Figure 
7. 
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Figure 2-Miniature recorder. 

Inc. Several of these a re  presented below as preliminary design, and others will be de- 
livered and tested as soon as they can be disseminated. 

Electrocardiogram 

Selection of ECG amplifier characteristics depends, to a large extent, on input elec- 
trode impedances. Electrodes for this project must be unobtrusive, long-lived (approx- 
imately 1 day), nonirritating, noise free, easy to apply, and low in cost. A disposable 
system was considered most desirable to meet the low cost requirement. To satisfy these 
conditions, two electrode systems were selected. Dry spray-on electrodes, developed by 
NASA-FRC and now available commercially through Hauser Research and Engineering 
Co., were selected as most suitable for the monitoringsystem. The system, described in 
a number of publications (References 3 and 4), is basically an extremely thin layer of 
conductive adhesive spray over a fine wire fixed to the skin surface. This is then over- 
sprayed with a thin mechanical protection layer. Rapid application with good attachment 
and minimal skin reaction has been confirmed.* The impedance of these units a re  nec- 
essarily high and require high input impedance amplifiers. A circuit described by Fryer 
(References 5 and 6) is considered as an ideal basis for  a slightly modified ECG signal 
conditioner (Figure 3). It has a high impedance differential input, high gain, low power 
requirements, with low impedance single-ended output. A breadboard of this unit is under 
evaluation, As second choice, the authors have selected the wet electrolyte and electrode 
system described by Lippitt e t  al. of NASA Manned Spaceflight Center (References 7 and 
8). The lower impedance and longer useful life of this system offers distinct advantages 
over the spray-on system. The former, however, is a bulkier unit and less desirable in  
studies of normal working day activities of the subject unless considered for several days 
of continuous data collection. The same signal conditioner will be useful for the lower 
impedance source, as for the spray-on electrodes, thus not necessitating dual selection of 
electronics. 

"Private communication with R. Carpenter, NASA-FRC, Edwards, Calif. 
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EQUIVALENT BLACKBODY TEMPERATURES OVER THE 
MOHAVE DESERT FROM 8.5 TO 16 MICRONS 

William R. Callahan* 

ABSTRACT 

In May and June of this year, three filter-wedge spectrom- 
eters scanning the intervals from 0.7 to 1.2, from 1.2 to 6.4,  and 
from 8.5 to 16 microns were flown on the NASA Convair 990 
jet flying laboratory. Initial results have been obtained for  the 
flights over the Bristol Dry Lake region of the southern Mohave 
Desert. These results give the equivalent blackbody tempera- 
tures as a function of wavelength for the 8.5 to 16 micron wave- 
length interval. These observations have been correlated with 
laboratory emissivity measurements made on surface samples 
which the author obtained from this region. 

INTRODUCTION 

For the past three years, Dr. Warren A. Hovis, Jr., of the Goddard Space Flight 
Center has been engaged in a remote sensing program directed toward a study of the 
earth's surface and, eventually, that of other planetary bodies (References 1-4). In this 
work the infrared emission and reflection spectra of various minerals a r e  employed to 
detect and map surface materials. 

EXPERIMENTAL 

Beginning in April of this year, three filter-wedge spectrometers scanning the re- 
gions from 0.7 to 1.2, from 1.2 to 6.4, and from 8.5 to 16 microns were installed and flown 
on the NASA Convair 990 jet flying laboratory. These flights, in  which the author took part, 
covered large areas of this country, especially the Southwest, as well as the Pacific Ocean 
off the West Coast, Alaska, the Gulf of Mexico, the Yucatan Peninsula and the east coast of 
Mexico. Observations were taken at altitudes ranging from 400 f t  to 37,000 ft. 

The construction and operation of the filter -wedge spectrometer developed by Dr. 
Hovis have been discussed in the literature (Reference 5). On these flights the signal from 
the filter-wedge spectrometers was fed into a Brush recorder and also into a 14-channel 
Ampex CP-100 magnetic tape recorder. The output of the detector channel was then fed 
back from the tape recorder into a persistence oscilloscope. This display gave a redun- 
dancy check that quickly showed up operating irregularities in  either the spectrometers 
o r  the tape recorder. This arrangement proved its value on several occasions. 

Of particular interest for the work this summer have been the data taken on flights 
over the Bristol, Cadiz, and Danby Dry Lakes of the southern Mohave desert. This hot, dry 
area is located in  a rather flat valley with very little vegetation obscuring the surface. The 
aircraft flew several passes over this region, including the Amboy lava bed, at altitudes 
between 3,000 f t  and 33,000 ft. 

"Fairfield University, Fairfield, Connecticut. 
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In order to obtain close correlation between these airborne observations and the 
actual surface materials, the author, in late July of this year, drove into that region and 
obtained surface samples along the 60-mile flight path. The emissivity of these samples 
has been measured in the laboratory, and results are plotted along with the airborne data. 

DISCUSSION 

Figure 1 shows the general flight path followed in the successive passes over this 
region. Two additional passes at 4,200 f t  and at 5,000 f t  were made over the lava bed at 
the northwest end of the flight path. 

Blythe 

Figure 1 -General flight path 

Figures 2-6 plot equivalent blackbody temperature vs wavelength, for the scans made 
at the times indicated. Times are listed in Universal Time from Greenwich, giving the day, 
hour, and minute of the observation. 

measuring the voltage output of the detector with respect to a reference blackbody whose 
temperature is known. Using tables compiled by Mr. Fred Blaine in the post-flight cali- 
bration, the voltage was converted to an energy output and added to the energy output of 
the reference blackbody. Using tables prepared by Mr. Michael Forman, this energy was 
converted to an equivalent blackbody temperature on the Kelvin scale and then converted 
to centigrade values. These temperatures were calculated at half-micron intervals be- 
tween 8.5 and 16 microns. 

The equivalent blackbody temperature for a particular wavelength is obtained by 
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Figures 2-6 show the results obtained for the various segments of this flight. Two 
general regions may be distinguished. The 8.5 to 13 micron region is a good atmospheric 
window in which lie the characteristic reststrahlen features produced by the vibration of 
the SiOz molecule in various surface materials. The shifting of frequency of this vibra- 
tion depends on the concentration of Si02 in the mineral. SiOz is taken as the "acidic" 
oxide in minerals. High concentrations of the molecule, as in quartz and granite (greater 
than 65 percent), shift the vibration to the neighborhood of 9 microns; while low concentra- 
tions in the so-called "basic" materials such as dunite (less than 50 percent) shift the 
vibration toward 11 microns. The shifting of this vibration may be used to separate out 
basic from acidic surface regions, and its use as a mapping technique is a goal of this 
program. 

The region from 13 to 16 microns is the region of the C02 atmospheric absorption 
which completely bars observations from space of the earth's surface in this wavelength 
region. At the present writing, the 15.5 and 16 micron readings are tentative, awaiting a 
more refined calibration of the instrument for these two wavelengths. In general, however, 
a distinct warming trend was noted as the plane flew at lower altitudes, and the results at 
each altitude are quite consistent. Changes of a few degrees would be expected because of 
the high speed of the Convair 990, which resulted in sampling large distances in a short 
time. 

With the exception of Cadiz Dry Lake, each figure contains a plot of emissivity vs 
wavelength for surface samples taken from that area. The actual effect of these changing 
emissivities is presently being computed but not yet available. The curves are included 
to indicate, what preliminary computations confirm, that accurate temperature measure- 
ments of surfaces will have to take into account the changing emissivities of surface mate- 
rials in the reststrahlen region. 

It will also be noted that each curve measured at 33,000 f t  shows an apparent tem- 
perature drop at 9.5 microns. This effect is due to absorption by atmospheric ozone and 
vanishes at lower altitudes. 

CONCLUSION 

Equivalent blackbody temperatures vs wavelength curves have been obtained for 
several exposed mineral surfaces in the Bristol Dry Lake region of the Mohave Desert. 
These results have been calculated for the various altitudes at which the plane flew. 
Surface emissivity measurements made in the laboratory have also been included. Effects 
of these varying emissivities are now being calculated. These measurements will both 
yield a measurement of the apparent temperature drop introduced when emissivities below 
1 are viewed by the instrument, and also permit measurement of the atmospheric trans- 
mission over that wavelength region, 8.5 to 13 microns. 
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THE QUARTZ-IODINE LAMP AS A SECONDARY STANDARD 
FOR TOTAL RADIANT FLUX 

E. I. Mohr* 

ABSTRACT 

A method is described for using 1000-watt quartz-iodine lamps, calibrated 
as secondary standards of spectral irradiance, and reevaluatingthem as secondary 
standards of total irradiance. Three quartz-iodine lamps were reevaluated by this 
method. The total irradiance values were compared with the value of a 1000-watt 
lamp calibratedas a standard of total irradiance by the Eppley Laboratories, Inc. 
The results indicated an irradiance difference of less than 2 percent. 

INTRODUCTION 

The National Bureau of Standards (NBS) has issued several types of standards of 
spectral radiance and irradiance. Work has been reported on the applicability of these 
lamps as secondard standards of total radiance. Reference 1 describes a method for 
obtaining the total radiant flux of a standard quartz-iodine lamp of given spectral radi- 
ance by finding the area under the curve of spectral radiant power versus wavelength 
in the 0.25- to 2.5-micron range. In addition, a method is described for evaluating the 
energy radiated by the tungsten coil and the quartz envelope in the 2.5- to 20-micron 
range. This extropolated value is then added to the area under the curve to obtain total 
lamp radiance. 

These total radiance standards have been used to calibrate a thermopile, which has 
also been calibrated by means of a blackbody. It has been found that the calibration 
curves of the thermopile vary with blackbody temperature, and all of these a re  differ- 
ent from the curve obtained by using these secondary standards of total radiance. More- 
over a secondary standard of total radiance, developed recently by the NBS and avail- 
able through the Eppley Laboratories, gives a calibration curve intermediate between 
those for the blackbody calibration and that of the quartz-iodine lamp used as a stand- 
a rd  of total radiance. Therefore, it has seemed desirable to reexamine the method used 
to determine the total flux emitted by a quartz-iodine lamp. 

REEVALUATION OF THE METHOD 

The energy emitted by the quartz envelope of the quartz-iodine lamp was evaluated 
by obtaining the product of the blackbody spectral radiance and fused quartz emissiv- 
ity. This emissitivty was based on the work reported by Pirani (Reference 2), how- 
ever, more recent data (References 3 and 4) indicate that the emissivity is not as high 
as the values given by Pirani. Table 1 gives the values obtained from these references. 
These new values for the emissivity of fused quartz, as well as a different value of the 
temperature (described below) were used to recalculate the total quartz envelope radi- 
ance of the 1OOOw quartz-iodine lamp. 

*Chairman, Physics Department, Columbia Union College 
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3.4 
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Table 1 
Spectral Emissivity of Fused Quartz 

E 

..- 

.83 

.84 

.80 

.99 

.99 

.99 

.99 

.95 

.98 
-85 

E 

8.5 
9.0 
9.5 

10.0 

.02 

.07 

. ll  

.16 

.24 

.44 

.70 

.83 

.92 

.97 

.96 

.66 

.45 

.64 

.76 

The method used to estimate quartz envelope temperature is described in  Reference 
1. Because this method may be prone to error ,  an attempt has been made to measure 
the temperatures of the lamp support and envelope. For this purpose a thermocouple of 
platinum-platinum plus 13 percent rhodium was used. A spring clamp held the hot junc- 
tion firmly against the surface to be measured. The temperatures measured on differ- 
ent parts of the lamp support varied between 360 and 390°K. In order to determine the 
temperature of the quartz envelope, the spring clamp pressed a Teflon strip against the 
hot junction of the thermocouple to ensure good envelope-thermocouple contact. The tem- 
perature was found to be 660°K at the lower end of the lamp (mounted vertically) and 
705°K at the upper end. These values may be excessive, since the Teflon minimizes the 
loss by radiation and convection. 

It was impossible to use the thermocouple to measure the temperature at the mid- 
point of the envelope. Industrial laboratory investigations of quartz -iodine lamp tempera- 
tures suggest a rather high temperature gradient from the center to the end of the lamp. 
The length of the lamp should be divided into short sections each at a known temperature, 
to determine the summation of NA Eq AA,  over the 3.0- to 20-micron range for each section. 
The total envelope radiance would be obtained by adding section outputs. An alternate 
method to evaluate the output for "average" temperature would assume 700°K as a rea- 
sonable average value. The total radiance of the envelope was obtained by evaluating the 
SUm 

2 0  

NAEqkAAA 
3.0 

where NA is the blackbody spectral radiance at 700°K, E,A the quartz emissivity, A the 
longitudinal section area, and Ah the wavelength increment. The resulting value for the 
total envelope radiance is only 41 percent of the value reported in  Reference 1. 

The investigations reported in Reference 1 used the ratio Ph/NAE,Tq to evaluate 
the tungsten coil temperature and obtain coil radiance for wavelengths greater than 2.5 
microns. PA is the spectral radiance of the standard lamp, N h  the spectral radiance of 
the blackbody at a given temperature, E, the tungsten emissivity, and T the quartz 
transmission. This ratio shows a sharp increase from approximately 2! to 3 in  the 
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2.1- to 2.5-micron range. This slope (Reference l), was usedto obtainthe coil radiance for 
the 2.6 to 4.8 micron range at which point the quartz becomes opaque. Theoretically, it 
would seem that this ratio should remain constant if tungsten emissivity were known ac- 
curately. Thus, a constant ratio was assumed to be the value at 2.0 microns. The total 
coil radiance in  the 2.6- to 4.8-micron range was obtained by the summation ZRNkEmTqAh , 
where R is the above-mentioned ratio. The result was a decrease in the tungsten radi- 
ance to 84.5 percent of its previous value for lamp QM-B, and a decrease of 81.9 percent 
for lamp QM-95. 

Lamp Input power Output power Difference Difference 

QM-95 889.3 876.0 -13.3 -1.50 

E PI- 1 154 879.4 865.4 -14.4 -1.64 

EPI- 1 155 904.3 891.3 -13.0 -1.44 - 

The decrease in the flux due to coil radiance in  the 2.6- to 4.8-micron range and the 
quartz envelope radiance caused the radiant flux (in watts per steradian) to decrease to 
92.6 percent of the value obtained by the former method for lamp QM-B, and to 92.2 per- 
cent for lamp QM-95. 

ANGULAR DISTRIBUTION OF FLUX AROUND THE LAMP 

Lamp QM-B, mounted with its axis vertical, was rotated about the vertical axis 
through 360 degrees. The water-cooled thermopile 4928A, mounted on the same optical 
bench at a distance of 70 cm, was used to measure the intensity of the flux emitted 
normal to the lamp. This was measured for every 15 degrees of rotation. The flux re -  
mained approximately constant. 

The lamp was then mounted with it axis horizontal and rotated about a vertical axis 
through its center while the thermopile remained at 70 em. While the lamp was rotated 
through 180 degrees, the f lux intensity was measured for every 10 degrees. (From the 
position in which one end of the lamp was toward the detector until the opposite end 
pointed toward the thermopile.) This data was plotted on polar-coordinate paper, and a 
Rousseau diagram was constructed by use of this graph. The average height of the 
Rousseau diagram was multiplied by 4~ to obtain the total power radiated by the lamp 
in all directions. 

INPUT POWER VERSUS TOTAL FLUX EMITTED BY THE LAMP 

The quartz-iodine standard lamp operates at 8.30 amperes. This current was 
monitored by the standard Weston ammeter Model 326, No. 3112. The voltage across 
the lamp was measured by the standard Weston voltmeter Model 326, No. 3113. The 
product of the two values gave the input into the lamp in watts. Table 2 gives the power 
input into three standard lamps and the corresponding power output of the same lamps 
as determined by the angular distribution and the Rousseau diagram, assuming that the 
three standard lamps have the same angualr distribution as that of lamp QM-B. 
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From the dimensions of the leads and the ceramic ring around the leads and the 
measured and estimated temperature differences, the estimated loss by conduction is 
approximately 0.3 watt. No estimate has been made of energy loss from the lamp due 
to air convection. 

12 5 
150 
175 
190 

DISCUSSION OF THE RESULTS 

.1298 .1296 .1304 .1310 ,1381 

.1297 .1288 .1300 .1304 .1372 

.1294 .1287 .1295 .1303 .1353 

.1291 .1289 ,1296 .1297 .1380 

The average output of the three standard lamps is 1.53 percent, o r  13.6 watts less  
than the power input. As stated above, conduction losses represent only about 2.5 per- 
cent of this difference. A portion of this difference may be due to energy radiated by the 
lamps at wavelengths greater than 20 microns, although it most likely represents only a 
fraction of this difference. It is probable that the greater portion of this difference may 
be caused by a loss of lamp energy due to convection currents. However, no evaluation 
of these convection losses is possible at this time. 

Total irradiance standards of higher accuracy and greater intensity than formerly 
have recently become available (Reference 5). Two standard lamps of total irradiance, 
500 and 1000 watts respectively, were purchased during the summer. These lamps made 
it possible to compare the total irradiance determined for the quartz-iodine lamps with 
that of these total irradiance standards. This comparison was made by determining the 
responsivity of the Eppley water -cooled thermopile 4928A to the three quartz-iodine 
lamps and to the two total irradiance standards. The resulting data is given in Table 3 
and plotted in  Figure 1. 

Table 3 
Responsivity of Thermopile 4928A 

It will be observed that the responsivity of the thermopile to lamps QM-95, EPI- 
1154, and EPI-1155 varies less than 1 percent among the three. In addition, the average 
responsivity to these three lamps differs from the responsivity to the 1000-watt total 
irradiance standard by amounts ranging from 1 to 2 percent, depending on the distance 
between the lamps and the thermopile. On the other hand, the average responsivity to the 
three lamps differs from the responsivity to the 500-watt standard of total irradiance 
by varying amounts between 4.5 and 9.5 percent, 
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Figure 1-Responsivity of thermopile 4928A. 

Responsivity to the 500-watt standard of total irradiance differs from the respon- 
sivity to the 1000-watt standard of total irradiance by varying amounts from 3.8 to 7.7 
percent. This difference is much greater than those between the responsivity of the 
thermopile to the quartz-iodine lamps and the 1000-watt standard of total irradiance. 
This higher responsivity of the thermopile to the 500-watt standard of total irradiance 
agrees with previously reported responsivities of the thermopile to tungsten ribbon 
lamps and blackbodies operating at lower temperatures (References 6 and 7). The reason 
for this difference has not been determined. 

CONCLUSIONS 

The values for the total irradiance, determined for the three quartz-iodine lamps, 
agree with each other and with the irradiance of the 1000-watt standard of total irradi- 
ance No. ETK-6711 as shown by the responsivity of thermopile 4928A. Hence, the re-  
vised method for evaluating the 1000-watt quartz-iodine lamp as a standard of total irra- 
diance seems valid. 
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CALIBRATION OF THE SIX-FOOT SPHERICAL INTEGRATOR 

E. I. Mohr* 

ABSTRACT 

Preliminary calibrations of this integrator were reported 
in the Final Report of the 1966 Workshop Program. In examin- 
ing this calibration, it was found advisable to reposition the 
exit port and sources in the sphere, to design an improved power 
supply and monitoring equipment, and to repaint the integrator. 
While these changes were being made, the spectral reflectance 
of the sphere paint was determined again by means of Cary 14 
and Cary 90 spectrophotometers. These instruments had not 
been available previously. 

The relative spectral emittance of the integrator was de- 
termined by comparing the spectral emittance of the sphere with 
that of three standard lamps every tenth of a micron, or less, 
from 0.32 to 2.7 microns. The absolute spectral emittance was 
obtained by comparing the emittances of a 16-inch integrating 
sphere while alternately receiving flux from the 6-foot integrator 
and one of the standard lamps. These absolute values were de- 
termined at a few points and then used to normalize the relative 
values to these absolute values. The mean of the values obtained 
independently by means of the three standard lamps was ac- 
cepted as the spectral radiant emittance of the 6-foot integrator. 

INTRODUCTION 

Several years ago, a 6-foot spherical integrator was purchased at GSFC for  pos- 
sible use as a wide-angle source for the calibration of radiometers in  the visible and 
near-infrared regions. Team A of the 1964 Summer Workshop calibrated this integrator 
(Reference 1) by using the Eppley 4928A water-cooled thermopile. Subsequent investiga- 
tions have shown decided differences in the response of the thermopile to a standard 
quartz-iodine lamp and to a blackbody operated at various temperatures (References 2 and 
3). The cause of these differences is still under investigation. Meanwhile, a new approach 
in the integrator calibration procedure has been proposed, since the calibration based on 
the thermopile is presently in  doubt. Some preliminary investigations using the new pro- 
cedure were made toward the end of the 1966 Summer Workshop (Reference 3) and during 
the winter of 1966-67. As  a result of this preliminary work, it was seen that it would be 
desirable to change the position and size of the exit port, and the position of the quartz- 
iodine lamps. In addition, a greatly improved power supply was designed and built to 
operate the lamps in the sphere. 

THEORY 

The principle of spherical integration was proposed by Sumpner (Reference 4) in  
1892. He showed that if a source of light is placed inside a hollow sphere coated in- 
ternally with a perfectly diffusing coat, the luminance of any portion of the surface, be- 
cause of the light reflected from the r e s t  of the sphere, is everywhere the same and 
directly proportional to the total flux emitted by the source. 
* 
Columbia Union College, Takoma Park, Maryland. 
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The theoretical expression for  this relation (Reference 5) in  te rms  of the reflectance 
P of the perfectly diffusing coat of the sphere wall due to an  infinite number of reflections 
is given by 

where @ is the total radiant flux reaching unit area of the spherical surface by reflection, 
F the total flux emitted by the source, and r the radius of the sphere. In the derivation of 
Equation 1 it is assumed that p is constant, that the surface is a perfect diffuser, that the 
sphere is empty, and that it has no ports. A s  a matter of fact, the reflectance p of the 
coating varies with wavelength. Moreover, there is no perfect diffuser, so Lambert's 
cosine law does not hold accurately. In addition, the sphere has sources, shields, and 
ports, all of which affect the total radiant flux. 

It has been shown that the e r r o r  introduced by the finite size of holes and samples 
may be as much as 25 percent (Reference 6). Moreover, the spectral dependence of the 
reflection can modify considerably the spectral distribution of the flux streaming from 
the port of the sphere (Reference 1). Thus the intensity is increased for wavelengths 
for which the reflectance is high, and decreased for wavelengths for which the reflectance 
is low. In  spite of the above mentioned uncertainties, it is possible to obtain relative 
values of flux from two sources. If one of these is a standard source and reasonable pre-  
cautions are taken, one may obtain satisfactory data for the spectral radiant emittance of 
the spherical integrator. 

THE SPHERICAL INTEGRATOR 

The spherical integrator has a diameter of 6-feet (182.5 cm inside diameter). It 
consists of two hollow fiberglass hemispheres, one of which is mounted on a rigid but 
movable framework. The second hemisphere is hinged to the first and held shut by a 
latch, permitting easy access to the interior. (See Figure 1.) 

Figure 1 -Stationary and movable hemispheres of the 6-foot 
integrator (inside view). 
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An exit port with a diameter of 6.0 cm is located at the midpoint of the surface of 
the stationary hemisphere. This port allows ready access for t 
eters in the visible and near-infrared regions and p 
view. The inside of the sphere is covered with several 
magnesium carbonate base, manufactured by the B 
satisfactory diffusing surface. 

minimum the size of the objects intro 
of varying the intensity of the so 

200 watts each, are mounted inside the sphere. T 
the exit port on a circle with a radius of 18 inches. 
front of the lamps, prevent the flux from these la 
Figure 2 is a view of the inside of the stationary hemisphere showing the position of the 
exit port surrounded by the 12 lamps. 

r e  and also to 

Figure 2-Inside view of the stationary hemisphere showing the 
position of the exit port and of the 12 quartz-iodine lamps. 

A 3.8-cm diameter hole on top of the sphere, with a fan mounted over it, together 
with three holes of the same size in the bottom of the sphere, provides a continuous flow 
of air through the sphere. For a more complete description of the sphere in terms of the 
original position of ports and lamps, see Reference 1. 

/’ 
POWER SUPPLY FOR THE INTEGRATOR LAMPS 

-/ 
The 200-watt quartz-iodine lamps require a 6.5-amperes at approximately 30.3 

volts. The lamps are  operated in three banks of four lamps each. The four lamps in a 
given bank are  in series. Each bank of four lamps is operated by one of three power 
supplies. These power supplies a re  Model 590-11 power supplies manufactured by 
Edgerton, Germeshausen & Crier, Inc. They have been specifically designed for use 
with various types of standard lamps. They are solid-state supplies designed to furnish 
programmed voltage and rms  regulated current in preset combinations at power levels 

’ ’ 

351 



ranging from 2 to 1000 watts (1 to 50 amperes and 2 to 160 volts). The chopper-stabilized 
square wave current is feedback-regulated within 0.25 percent rms  of the selected 
digital value for control of light output within 1 percent. In the present application, the 
power supplies were preset to provide a constant current of 6.5 amperes with a maximum 
available potential of 152 volts. 

A switching arrangement allows any one o r  all of the lamps in a given bank to be 
turned off. Since such a turn-off would result in  a considerable decrease in the load in  
the given bank, when one of the lamps is turned off it is replaced at once by an equivalent 
load outside of the sphere. This load consists of a parallel combination of two 10-ampere, 
200-watt Ohmite Dividohn power resistors, located in the control rack so that the dis- 
sipated power does not contribute to the total flux in the sphere. 

The circuit arrangement provides for constant monitoring of the voltage drop across 
each lamp separately, by mems of a Hewlett-Packard Model 3400A True RMS Meter. The 
dc output of this meter is fed into a Non-Linear Systems Model M25 Digital Volt-Ohmmeter, 
which may be read to four significant digits. This voltage may also be recorded by means 
of a Hewlett-Packard Model 561B Digital Recorder. This continuous monitoring of the 
voltage permits the operator to note if and when the resistance of a given lamp begins to 
change. Since such a change is accompanied by a change in the lamp output, and hence its 
intensity, the investigator knows that the particular lamp must be replaced by an equiva- 
lent lamp in order to keep the emittance of the sphere constant. 

Figure 3 shows the 6-foot integrator with the lamp power supply and the voltage 
monitoring equipment mounted in  the rack to the left of the sphere. A Perkin-Elmer 
Double-Pass Monochromator, Model 99, with a 16-inch integrator attached to it in  front 
of the slit, is shown positioned in front of the exit port of the 6-foot integrator. The 
power supply and recording equipment for the monochromator a r e  mounted in the rack 
to the right of the sphere. 

SPECTRAL REFLECTANCE OF THE BURCH SPHERE PAINT 

The spectral reflectance of the sphere paint used in the preliminary calibration of 
the sphere was obtained by means of a Beckman DK-2A spectrophotometer and a Beck- 
man IR-7 spectrophotometer (Reference 1). The measurements were made by comparing 
the reflectance of the paint with that of freshly smoked magnesium. The values obtained 
for the paint seemed rather high in comparison with those for magnesium oxide. 

With the recent availability of a Cary 14 double-beam spectrophotometer and a 
Cary 90 double-beam instrument, both designed for reflectance measurements, the re-  
flectance of the sphere paint was measured again. The reflectance of the paint was 
compared with that of freshly smoked magnesium oxide in the range from 0.2 to 2.5 
microns by means of the Cary 14. For the range from 2.5 to 20 microns, the reflectance 
of the paint was compared with that of a calibrated aluminum mirror as standard by 
means of the Cary 90. The corresponding data a re  given in  Table 1 and plotted in Figure 
4. (Values above 3.0, being insignificant, a r e  not shown.) 
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Figure 3-Outside view of the 6-foot integrator. The rack to the left of the sphere contains the power 
supply and monitoring equipment for the lamps. The monochromator, with the 16-inch sphere attached, 
i s  located at the exit port of the integrator. The rack to the right contains the amplifier and recorder 
for the monochromator. 

Table 1 
Spectral Reflectance of Burch Sphere Paint 

(A in microns) 

h 

0.20 
0.21 
0.22 
0.23 
0.24 

0.25 
0.26 
0.27 
0.28 
0.29 

0.30 
0.32 
0.35 
0.37 
0.40 

P A  

0.141 
0.145 
0.225 
0.336 
0.342 

0.426 
0.620 
0.735 
0.820 
0.769 

0.626 
0.627 
0.705 
0.755 
0.802 

h 

0.45 
0.50 
0.55 
0.60 
0.65 

0.70 
0.75 
0.80 
0.90 
1.00 

1.1 
1.2 
1.3 
1.4 
1.5 

0.844 
0.874 
0.891 
0.903 
0.912 

0.914 
0.913 
0.913 
0,910 
0.904 

0.895 
0.877 
0.870 
0.825 
0.806 

A 

1.6 
1.7 
1.8 
1.9 
2.0 

2.1 
2.2 
2.3 
2.4 
2.5 

2.6 
2.7 
2.8 
2.9 
3.0 

0.803 
0.756 
0.740 
0.698 
0.645 

0.644 
0.654 
0.548 
0.490 
0.460 

0.443 
0.291 
0.059 
0.025 
0.048 
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Figure 4-Spectral reflectance of sphere paint. 

OPERATING PROCEDURE 

Before any measurements were made on or  with the sphere, the fan and all 12 
lamps were turned on. One hour was allowed for the sphere to attain equilibrium. 
This wait ensured repeatable steady-state conditions. 

When a radiometer is to be calibrated, from one to N lamps will be required, 
where N + 1 lamps would saturate the detector. In this case, lamps Nos. 12, 11, . . . 
N + 1 are turned off after steady-state conditions have been reached. Thus the operator 
will start with N lamps. This number is decreased one lamp at a time till only lamp 
No. 1 is in  use. This procedure gives the available range of intensities. It is important 
to decrease the current through a given lamp slowly when turning it off i n  order to assure  
its maximum useful lifetime. 

RELATIVE SPECTRAL DISTFUBUTION 

Since the integrating effect of the sphere is influenced by the spectral dependence 
of the reflectance, it is necessary to compare the spectral distribution of the output with 
that from a standard of spectral radiance. Tests have shown that the number of lamps 
used in the sphere has no effect on the spectral distribution of the output within the limits 
of experimental accuracy (Reference 1); hence 12 lamps were used to calibrate the sphere 
in  order to get a satisfactory flux intensity. 

The measurements of the spectral distribution of the sphere were made with a 
Perkin-Elmer Double-Pass Monochromator, Model 99. The slit of the monochromator 
was positioned as close to the port of the spherical integrator as possible. The slit 
width and gain were held at the smallest values possible in  order to have the best reso- 
lution possible as well as a minimum amount of noise. For the wavelength range from 
0.45 to 2.7 microns, a Reeder thermocouple detector with quartz window was used. A 
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1P28 photomulitplier detector was used in  the range from 0.32 to 0.7 micron. The spec- 
tral distribution for both ranges was automatically recorded by means of a Leeds and 
Northrup Speedomax G. Whenever it was necessary to change the slit width of the mono- 
chromator or the gain of the amplifier, a portion of the previously recorded spectral 
range was scanned again to normalize all parts of the recorded range to the peak value of 
the deflection. This procedure was repeated several times to obtain the average value of 
the distribution. 

In order to get the spectral distribution of the standard of radiance, the NBS- 
calibrated QM-95 1,000-watt quartz-iodine lamp and the Eppley Laboratories EPI-1154 
and EPI-1155 lamps were used. For a given trial, one of these lamps was positionedabout 
2.4 meters infront of the slit of the monochromator andon aline withits axis. The spec- 
tral distribution of each lamp was  obtained under the same conditions of slit width and 
amplifier gain as those which were used to obtain the spectral distribution of the output of 
the sphere, andthe results normalized as before. 

The normalized recorder deflections DsriObtained for the output of the sphere were 
divided by the corresponding normalized recorder deflections D ~ , x  obtained for each of 
the standard lamps. This division was done at intervals of 0.1 micron or  less  over the 
entire spectral range which was scanned, and gave the relative values for the ratio of the 
spectral distribution of the sphere to that of a specific lamp. These ratio values, k , i  = 
D s r h  / D t r ~ ,  were determined separately for each of the standard lamps used. 

ABSOLUTE SPECTRAL DISTRIBUTION 

The spherical integrator as a source of radiant flux has a spectral configuration 
different from that of an approximate point source such as the standard quartz-iodine 
lamp. To obtain an absolute calibration by comparing the spectral distribution of the 
sphere with that of the standard lamp, it is necessary to eliminate the effects of this 
difference. Since "the role of a diffusely reflecting surface is to obliterate the past 
history of the incident radiation" (Reference 7), a 16-inch spherical integrator was 
mounted on the front of the Perkin-Elmer Monochromator. This small sphere con- 
sists of two plastic hemispherical shells painted with Burch sphere paint on the inside 
and aluminum paint on the outside. The two hemispheres are held together by means 
of clamps. One of the hemispheres was rigidly fastened to the monochromator so that 
a 1.8-cm diameter exit port was centered in front of the monochromator slit. The 
second hemisphere was a 3.7-cm diameter entrance port designed to be rotated alter- 
nately into a position (a) that it may be positioned at the exit port of the 6-foot integrator 
so that it is on the inside curvature of the 6-foot integrator and thus receive flux from 
all parts of the large sphere, o r  (b) so as to be in line with the standard quartz-iodine 
lamp located 20 cm from this port and thus receive the flux from the standard lamp. 
Using the small sphere in this way, the monochromator alternately saw the flux emitted 
by the 6-foot integrator and the flux from the standard lamp at 20 cm - both of them after 
the flux had been integrated by the small sphere. 

Using a given slit width of the monochromator and gain of the recorder, a direct 
comparison was made between the total flux the small sphere received from the 6-foot 
integrator and the flux from the standard lamps used to get the relative ratios as de- 
scribed above. This comparison was made using the 1P28 photomultiplier detector at 
the following wavelengths: 0.45, 0.50, 0.53, 0.55, and 0.60 micron. The procedure was 
repeated using the Reeder thermocouple detector at the following wavelengths: 0.6, 0.9, 
1.0, 1.1, 1.2, and 1.3 microns. 

Let D s a ~  be the recorder deflection of the monochromator at one of the above- 
mentioned wavelengths when the small sphere receives flux from the 6-foot integrator, 
and D t a x  the deflection at the same wavelength when it receives flux from one of the 
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standard lamps placed 20 cm from the entrance port. Then k A = DsaA /DxaA is the abso- 
lute ratio of the flux from the 6-foot integrator to that of the sbndard lamp at this wave- 
length. The absolute ratios for all wavelengths measured may be obtained by normalizing 
the relative ratios krh to these absolute ratios kah. 

CALIBRATION OF THE SPHERICAL INTEGRATOR 

When the small sphere, mounted on the monochromator, has its entrance port lo- 
cated at the exit port of the 6-foot integrator, the flux incident on the entrance port is 
obviously the same flux incident on the corresponding portion of the exit port of the 6- 
foot integrator. Since this flux comes from all parts of the inside surface of the integra- 
,tor by diffuse reflection, each elemental area of the inside surface of the small sphere 
receives flux from an equivalent fractional portion of the inside surface of the integrator 
that is on the line of sight through the port with that of the small sphere. This means 
that the small sphere receives completely diffuse radiation from the 6-foot integrator. 

To determine the total flux received by the small sphere, one must evaluate it in  
terms of the flux incident at the exit port of the integrator which has come from all parts 
of the diffusing surface of the integrator. Let F s h  watts p-l be diffusely reflected 
into the solid angle 27~. Then the diffuse spectral radiation in  the normal direction is 
FsA /T. The spectral radiant flux from the diffusely reflecting surface of the spherical 
segment of area dA, incident at the effective area of the exit port, and hence of the area 
A of the entrance port of the small sphere, is equal to 

where d is the distance between the element of area dA, and the port, and 1/2 0 is the 
angle between the line-of-sight propagation from this area  and the inner normal to the 
sphere. at the same point on dA,, as is shown in Figure 5. Since d = 2r cos 1/2 8 ,  and 
dAs = 277 r2 sin 8 d B ,  the element of spectral radiant power at the entrance port of the 
small sphere is 

1 277r2 sin B dB cos2 - e A 

4 r 2  cos2 -e 
FA 2 dPsh =AdW =S 

1 
2 

s i  77 (3) 

Upon simplification, this becomes dPsh = 1/2 Fsh A sin 0 dB . Thus the spectral radiant 
power at the port of the 6-foot integrator and hence at the entrance port of the small 
sphere is 

Since 0 varies essentially from 0 to 180 degrees because of the size of the port, and the 
relative positions of the ports of the two spheres, Equation 4 becomes 

PsA = WsA A = Fsh A watts/mic ron . (5) 
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Figure 5-Cross-section of large and small spheres showing 
data used to derive Equations 4 and 5. 

This diffuse flux from the 6-foot integrator was integrated by the small sphere so that 
the radiant emittance at the exit port of the small sphere is given by Equation (1) as 

where r l  is the radius of the small sphere and pA is the spectral reflectance of the sphere 
paint. This flux was viewed by the monochromator, The resulting recorder deflection 
D s d  was proportional to the integrated flux W l x  and hence to the spectral radiant emit- 
tance wSA of the 6-foot integrator. 

flux from the standard lamp, it comes from approximately a point source. 
steradian/micron be the spectral radiant intensity of the standard quartz-iodine amp. 
Then the spectral irradiance per unit area at the port of the small sphere due to the 
standard lamp at 20 cm is given by 

On the other hand, when the small sphere, mounted on the monochromator, receives 

Let JfA watts' 
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where r = 20 cm is the distance from the lamp to the entrance port and C is a correction 
factor to correct for inverse square failure (Reference 2). The spectral radiant power 
received by the small sphere from the standard lamp is given by 

where A ’ i s  the area of the entrance port of the small sphere. 

A s  mentioned previously, the flux received by the small sphere from the 6-foot 
integrator is diffuse radiation. The flux from the standard lamp, however, comes from 
approximately a point source and falls on a relatively small area of the inside of the 
small sphere, after which event it is diffusely reflected. Thus the flux from the stand- 
a rd  lamp becomes comparable to the diffuse radiation received from the 6-foot integrator 
only after undergoing a single diffuse reflection. Hence the effective radiant power from 
the standard lamp which will be integrated by the small sphere is obtained by multiplying 
Equation 8 by the spectral reflectance of the sphere paint pA so that 

Pkx = pA H8.h A watts/mic r on.  (9) 

This correction was not made in the preliminary results reported previously (Reference 
4). This effective flux was integrated by the small sphere. Hence the spectral radiant 
emittance at the exit port of the small sphere viewed by the monochromator is found by 
Equation 1 to be 

where r l  is the radius of the small sphere. The corresponding recorder deflection D t a x  
was proportional to the emittance W.eA and thus to the effective flux pi H t A  received from 
the lamp after a single diffuse reflection. 

It is therefore possible to compare the spectral radiant emittance which the small 
sphere received from the 6-foot integrator with the spectral intensity from the standard 
lamp after a single diffuse reflection in terms of the corresponding deflections of the re- 
corder as seen by dividing Equation 6 by Equation 10, or  

As stated before, the monochromator deflections a re  proportional to the intensity of the 
flux seen by the monochromator if the gain and the slit width a r e  held constant. Hence 
the absolute ratio of the recorder deflections is equal to the ratio given by Equation 11, or 
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Thus one obtains 

W s ~  = p~ H ~ A  D,,A/D,Q watts/cm2/micron. 

for the spectral radiant emittance of the 6-foot integrator. 

Using Equation 13, the diffuse spectral emittance of the 6-foot integrator was ealcu- 
lated every tenth of a micron o r  less  from 0.32 to 2.7 microns for each standard lamp 
separately. The resulting data for standard lamp QM-95 is given in  Table 2. The wave- 
length is in  microns. The second column gives the spectral irradiance of the standard 
lamp QM-95 at 20 cm (in milliwatts/cm2/micron). The third column gives the spectral 
radiance after a single reflection by the small sphere. The fourth column gives the 
absolute ratios of the recorder deflections. The fifth column gives the diffuse spectral 
radiant emittance of the 6-foot integrator when 12 lamps a r e  operating. Table 3 gives the 
mean spectral radiant emittance of the integrator as determined by means of the standard 
lamps QM-95, EPI-1154, and EPI-1155. Figure 6 shows the spectral distribution of the 
6-foot integrator as determined by the use of lamp QM-95, and also shows the spectral 
distribution of lamp QM-95. 

Table 2 
Spectral Radiant Emittance of Spherical Integrator by Use of Lamp QM-95 

P 

h 
(microns)  

0.32 
0.35 
0.37 
0.40 

0.45 
0.50 
0.55 
0.60 
0.65 
0.70 
0.75 
0.80 
0.90 
1.00 

1.1 
1.2 
1.3 
1.4 
1.5 

1.6 
1.7 
1.8 
1.9 
2.0 

2.1 
2.2 
2.3 
2.4 
2.5 

2.6 
2.7 

HA 

2.202 
5.058 
7.831 

13.63 

27.19 
45.45 
66.01 
87.60 

108.0 

124.6 
136.9 
144.3 
149.9 
146.8 
138.2 
126.4 
114.1 
101.8 
90.06 
78.96 
69.09 
60.01 
51.94 
44.91 

39.23 
34.67 
30.89 
27.88 
25.54 

19.84 
17.41 

PA HA 

1.381 
3.566 
5.915 

10.93 

22.95 
39.72 
58.81 
79.10 
98.45 

113.9 
125.0 
131.8 
136.4 
132.7 
123.7 
110.9 
99.29 
83.97 
72.59 
63.40 
52.23 
44.41 
36.25 
28.96 

25.27 
22.67 
19.93 
13.66 
11.75 

8.790 
5.067 
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Dsia’J’t La 

0.0967 
0.2059 
0.3352 
0.5713 

0.9023 
1.203 
1.457 
1.748 
1.781 

1.810 
1.883 
1.965 
1.777 
1.562 
1.378 
1.197 
1.082 
0.5685 
0.5604 
0.5701 
0.3925 
0.2988 
0.1877 
0.1851 

0.1921 
0.1792 
0.1062 
0.07856 
0.05798 

0.03022 
0.03016 

W S X  

0.1335 
0.7343 
1.983 
6.246 

20.71 
47.79 
85.68 

138.2 
175.3 
206.1 
235.5 
259.0 
242.4 
207.4 
170.4 
132.8 
107.4 
47.74 
40.68 
36.15 
20.50 
13.27 
6.806 
5.362 

4.853 
4.064 
1.798 
1.073 
0.6811 

0.2656 
0.1528 



Table 3 
Spectral Radiant Emittance of 6-foot 

Spherical Integrator 

(microns) (milliwatts/cmZ -p)-' - 
0.32 
0.35 
0.37 
0.40 
0.45 
0.50 
0.55 
0.60 
0.65 

0.70 
0.75 
0.80 
0.90 
1.00 

0.136 
0.745 
1.99 
6.24 

20.3 
47.3 
84.8 

139 
176 

204 
237 
263 
249 
209 

h 
(microns) 

1.1 
1.2 
1.3 
1.4 
1.5 
1.6 
1.7 
1.8 
1.9 
2.0 
2.1 
2.2 
2.3 
2.4 
2.5 

2.6 
2.7 

wh 
(milliwatts/crnz - p) 

170 
132 
106 
48.0 
40.7 
36.5 
20.6 
13.1 
6.82 
5.32 

4.77 
3.92 
1.73 
1.05 
0.665 
0.252 
0.140 

WAVELENGTH (MICRONS) 

Figure 6-Spectral curves of sphere and lamp QM-95. 
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INTEGRATOR EMITTANCE VS NUMBER OF LAMPS 

No. of Lamps 

12 
11 
10 
9 
8 
7 
6 
5 
4 

3 
2 
1 

To use the spherical integrator for calibrating radiometers, it is necessary to vary 
the magnitude of the spectral radiant emittance. To permit such a change in intensity, 
the "source" consists of 12 200-watt quartz-iodine lamps operating at 6.5 amperes. As 
stated above, the circuit design permits turning on or off any one of the lamps indepen- 
dently. Thus any number of lamps from 1 to 12 may be used as the source in  the integra- 
tor. 

'An /'Ai*. 

1.0000 
0.9154 
0.8310 
0.7468 
0.6627 
0.5782 
0.4962 
0.4115 
0.3286 

0.2471 
0.1640 
0.08215 

To determine the emittance vs  number of lamps, the slit of the monochromator 
was positioned as close to the port of the spherical integrator as possible. The mono- 
chromator was set for the fixed wavelength 0.55 micron, the wavelength at which the 1P28 
photomultiplier gives the greatest recorder deflection when the flux comes from a quartz- 
iodine lamp. The slit width and the amplifier gain were the smallest possible in order to 
have good resolution and low noise and still obtain approximately full-scale deflection 
when 12 lamps were operating in the sphere. This deflection was recorded. Then the 
lamps were turned off one at a time in  order from No. 12, 11, 10, etc., until only lamp 
No. 1 was operating. The recorder deflection was recorded in each case. This proce- 
dure was repeated three times. Similarly, the same measurements were made twice 
at 1.09 microns by means of the thermocouple detector. 

The ratio of the intensity of the integrator emittance vs  number of lamps was ob- 
tained by dividing the deflection for N lamps by the deflection for 12 lamps. The mean of 
the ratios for the five trials is given in Table 4. The spectral radiant emittance for 10 
lamps may be obtained by multiplying the spectral radiant emittance for 12 lamps by the 
ratio of the intensity of 10 lamps to that of 12 lamps, and similarly for any number of 
lamps from 1 to 11. 

Table 4 
Ratio of Intensity of N Lamps to 12 Lamps 

in Spherical Integrator 

ANALYSIS OF RESULTS 

An examination of the spectral curves in Figure 6 reveals several significant 
facts. First, it will be observed that the peak value of the integrator emittance is 1.73 
times the peak value of the irradiance of the standard lamp at 20 cm. Second, the 
maximum intensity of the integrator emittance is located at approximately 0.82 micron, 
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while the maximum value of the irradiance of the standard lamp is located at approximately 
0.92 micron. Third, for those wavelengths for which the reflectance of the sphere paint is 
high, the sphere amplifies the emitted power; while for the wavelengths for which the re- 
flectance is low, the emitted power of the sphere is less than that of the source. 

A comparison of the spectral distribution of the integrator emittance as determined 
by the three standard lamps shows that the results a re  reasonable consistent. The great- 
est difference at a given wavelength between the three sets of data is usually less than 3 
percent. At a few points, the difference is as large as 6 percent. The National Bureau 
of Standards reports that the calibration of the standard lamps has an uncertainty of 8 
percent in the ultraviolet and one of 3 percent in  the visible and the infrared (Reference 8). 
The data for the calibration of the sphere which were obtained by the use of the three 
standard lamps differ by the same order of magnitude. 

There are a number of possible sources of error. First, there is some uncertainty 
in the reflectance of the sphere paint. The recording on the chart may be read to within 
0.5 percent. In reversing the two samples of freshly smoked MgO in the Cary 14 spectro- 
photometer while determining the reflectance of the Burch sphere paint, the difference in 
reflectance was found to be less than 0.5 percent at most points. The data for the reflec- 
tance of MgO which have been reported by various observers differ somewhat. It seems 
to depend on the nature of the surface, the thickness of the layer, and the age. Thus the 
uncertainty in the reflectance of the MgO standard is probably less  than 1 percent in the 
spectral range where the quartz-iodine lamp is most intense, while in the near-infrared 
this uncertainty may be as high as 5 percent. 

Second, there is a variation in the voltage across the 200-watt lamps in the inte- 
grator. This variation has been found to be 1 percent or  less  in the case of the eight 
lamps operated by two of the power supplies, and has been as high as 2 percent in the 
lamps operated by the third power supply. This would represent a variation in the flux 
of the lamps and hence of the sphere of about 2 percent in the case of lamps 1 through 8, 
and one of up to 4 percent in the case of lamps 9 through 12. 

Among other sources of e r ror  may be mentioned the monochromator slit, which 
may be set within 0.2 percent. The chart which records the magnitude of the flux at 
various wavelengths can be read within 0.5 percent. It has been observed that there is 
a decrease in the 0.1 microvolt test signal as shown by the corresponding recorder 
deflections at the beginning and the end of a run. This change at times was as high as 
5 to 6 percent. If this change is due to non-constancy of the amplifier, the data obtained 
for the spectral distribution of the sphere and of the standard lamps may vary by a 
similar amount. Since the three lamps were used independently and since the differences 
in the resulting data show a random variation, some of these e r rors  may compensate 
for each other. Thus the over-all uncertainty of the data may be of the order of 5 per- 
cent or less. This is more o r  less  the same as the difference between the values of the 
integrator emittance as obtained by means of the three standard lamps. 

In comparing the calibration reported here with the calibration reported in 1964 
(Reference l), it is observed that the present values of the spectral emittance of the 
sphere are about 30 percent greater. This change is supported by the response of a 
thermopile to the energy emitted by the sphere. In comparing the response of thermo- 
pile 4928A to the present flux with its response in 1964, it is found that the present flux 
gives an output voltage which is 39.6 percent greater. This increase may be due in  part 
to the fact that the sphere was repahted, and also to the fact that the lamps were pre- 
viously at 29.8 volts while at present they a r e  operated at 6.5 amperes (or about 30.3 
volts). It would seem that these factors might contribute to this increase by at most 
several percent. More important as a factor in this increase may be the relocation of 
the lamps in the sphere. 
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CONCLUSIONS 

It would seem that the present arrangement of the 6-foot spherical integrator pro- 
vides-a satisfactory extended source for the calibration of detectors i n  the visible and 
near-infrared. The uncertainty of the calibration is estimated to be at most 5 percent. 
Work is under way to test this estimate by comparing the calibration of radiometers 
obtained with the present set-up with that obtained previously. 
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EFFECTS OF A HIGH-ENERGY PARTICLE ENVIRONMENT ON THE QUANTUM 
EFFICIENCY OF SPECTRALLY SELECTIVE PHOTOCATHODES FOR THE MIDDLE 

AND VACUUM ULTRAVIOLET 

James H. McElaney* and Donald F. Heath** 

ABSTRACT 

The quantum efficiencies of spectrally selective photocath- 
odes for the middle and vacuum ultraviolet were measured. The 
photocathode materials investigated were semitransparent de- 
positions of CsI, CUI, and CsTe, deposited on A1,03 windows 
and a solid tungsten photocathode located behind a MgF, window. 
The quantum efficiencies were measured before and after use 
as detectors in an Aerobee 150 rocket experiment. Measure- 
ments were made later after a dose of 5 x 1013 electrons/cm2 
at 1.0 MeV, and 5 x 1013 electrons/cm2 at 2.0 Mev,eachfor a 
period of 35 minutes. The electron energy and dose represent 
what might be expected in the artificial radiation belt after 1 
year in a circular, near-polar orbit at 1400 km. In addition, one 
photodiode was irradiatedwithgamma rays. From these meas- 
urements it is apparent that the quantum efficiencies of the 
photodiodes are quite stable, although an increase in the quantum 
efficiency of one of the CsI photodiodes was noted.. 

INTRODUCTION 

During the past 10 years, considerable time and effort have been expended in the 
development of photodetectors possessing high quantum efficiencies in the far and extreme 
ultraviolet (Reference 1). These detectors a re  described as being "sol3r blind" because 
they a re  generally insensitive to light of wavelengths greater than 3000 A (the short wave - 
length transmission limit of the terrestrial  atmosphere). The detectors were at first 
subjected to a space environment only during the few minutes when sounding rockets a r e  
operational. Since the development of earth satellites, these detectors have been used in 
experimental payloads that a re  expected to remain operational for a year o r  more. Gen- 
erally, the satellites spend a considerable portion of their lifetimes in  the Van Allen radi- 
ation belts where they are subjected to the bombardment of high-energy electrons and 
protons, and the resultant Bremsstrahlung produced by the particles -colliding with the 
satellite. 

This paper considers the effects of a high-energy electron environment (1 to 2 MeV) 
on the quantum efficiency of some representative photocathode materials commonly used 
in space research. Previous research dealing with the effect of high-energy electrons 
(Reference 2) and protons (Reference 3) on the ultraviolet transmission of materials has 
shown that the, effects caused by radiation onthe window materials A1 ,03 and MgF, should 
be negligible in this investigation. Observable effects may therefore be attributed to the 
irradiation of the photocathode materials. 

*Goddard Space FI ight Center, Greenbelt, Md. 
**Fairfield University, Fairfield, Conn. 
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It is well known that the alkali halides a re  highly susceptible to the formation of F- o r  
color-centers (the trapping of an electron at the site of a crystal lattice vacancy) when 
subjected to high-energy radiation. This radiation may be electromagnetic o r  caused by 
high-energy particles. These trapped electrons may then indicate a wavelength-dependent 
increase in  quantum efficiency. Presumably the wavelength dependence would be charac- 
teristic of the crystal structure. 

The photocathode materials that were investigated a re  semitransparent depositions of 
CsI, CUI, and CsTe deposited on 0.5-min A1,0, windows, and a solid tungsten photocathode 
located behindanMgF, window. The tungsten photocathode served only as a control of the 
total electron irradiation. These a re  sensors scheduled to be flown on a Nipbus spacecraft 
in  an experiment designed to monitor the ultraviolet flux from 1100 to 3000A. The long 
wavelength response of the sensors is used in  conjunction with the short wavelength trans- 
mission limit of various optical materials to separate the solar spectrum into broad in- 
tervals. 

EXPEFUMENTAL PROCEDURE 

Five vacuum photodiodes (produced by the Princeton Division of El::ko -Mechanical 
Research Inc.) were irradiated together at 1.0 MeV for a dose of 5 x 10 electrons/cm2 
over 35 minutes, and at 2.0 Mev for a dose of 5 x 10 l3 electrons/cm2 for the same length 
of time. This irradiation is an approximation of the estimated f lux experienced in  a cir-  
cular polar orbit at 1400 kilometers in January 1966. The initial set  of diodes investigated 
included four semitransparent photocathodes (two CUI, one CsI, and one CsTe), deposited 
on sapphire, and one opaque tungsten photocathode behind an MgF, window. On August 29, 
1966, these sensors were flown from White Sands, New Mexico, in  the Aerobee 150 rocket 
version of the Nimbus experiment. They were subsequently recovered intact and fully 
operational. 

The quantum efficiencies of the five sensors were calibrated before the June 1966 
flight. One year later they were recalibrated and subsequently irradiated. The four sensors 
with semitransparent photocathodes were recalibrated within 4 days and the opaque 
cathode within 11 days after the irradiation. The absolute calibration used the standard 
technique of calibrating a freshly deposited film of sodium salicylate in  front of a phoio- 
multiplier at H-Lyman a against a calibrated nitric oxide ionization cell, and at 2537A 
against a calibrated thermopile, It vas assumed that the response of sodium salicylate 
was uniform between 1216 and 2537A. The calibrations obtained with the ionization cell 
and the thermopile agreed to within better than 15 percent. The freshly prepared film of 
sodium salicylate was then used to calibrate a tungsten diode and a CsTe diode, which were 
subsequently used as standard detectors. All calibrations used in this work were obtained 
by comparison measurements with these two standard detectors. 

RESULTS 

The results showing the two calibrations made before irradiation and the calibration 
made after irradiation are plotted in Figures 1 through 4. No significant changes were 
observed, except in the case of the CsI photodiode (Figure 3), which showed a definite 
increase in  quantum efficiency. Recalibration of this diode 10 days after irradiation in- 
dicated no observable reduction of the previously noted increase. 

To investigate this effect further, two additional CsI diodes, constructed from two 
separate processings, were irradiated. One of these diodes, with a design similar to the 
diode described in  Figure 3 but processed to it, was subjected to irradiation by gamma rays 
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,from a Co60 source with a dosage of lo5 rad.,, (One radian represents an absorbed dose of 
100 ergs/gram of material.) The results showing quantum efficiency before and after the 
gamma irradiation are plotted in Figure 5. There was not observable change in  the quantum 
bfficiency. The second CsI diode, a newer and more rugged model, was irradiated with 
electrons, using the same electron f lux and energies as in  the previous experiments. There 
was no apparent change in  the quantum efficiency of this photodiode (Figure 6). There is 
no doubt, however, that the induced radiation effect indicated in Figure 3 is a real increase 
in  the quantum efficiency. Sets of measurements preceding and following the irradiation, 
clearly support this conclusion. 

DISCUSSION 

While the increase in the quantum efficiency of one of the irradiated CsI diodes is a 
genuine increase, it is surprising that such an increase is not reproducible in  other irra- 
diated CsI diodes. Perhaps the reason is that the processing of these photocathodes still 
contains certain uncertainties as far as reproducibility is concerned. The crystal struc- 
ture (i.e., the number of crystal defects and lattice-site vacancies) may be different in those 
diodes which change under irradiation and those which do not. 

Figure 7 shows the ratio of the quantum efficiencies measuredbefore and after irra- 
diation for the diode with the changed quantum efficiency. The three peaks at 1600, 1825, 
and 2260A should be noted. Each of these points represents the average of quantum effi- 
ciency measurements after irradiation to measurements after irradiation. 

The CsTe cathode is prepared by evaporating Cs and Te separately, whereas CUI and 
CsI a re  evaporated as molecules from ultra-high purity single crystals.* Only CsI is an 
alkali halide; thus, of the photocathodes considered in this work, only CsI would be ex- 
pected to show a radiation induced change in quantum efficiency. This change would be 
related to the formation of F- or color-centers at the sites of crystal lattice vacancies. 
The number of vacancies may be related to the deposition process and could vary consid- 
erably in different processings. The increased quantum efficiency could be caused by the 
ejection of the trapped electrons. A pending test of this hypothesis, will determine if the 
quantum efficiency may be reduced to its pre-irradiation value by annealing the diode for 
several hours at elevated temperatures (not high enough to decompose the crystal structure 
of the photocathode). This method of annealing the alkali halides to remove color centers 
is an established technique. (A recent attempt to bleach the CsI  photodiode showing an in- 
crease in quantum efficiency after irradiation was  not successful because of a diode failure 
after baking. This method of bleaching the photodiodes will be retested in  the near future.) 
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SOME MATHEMATICAL ASPECTS OF THE PROBLEM OF OBTAINING 
VERTICAL TEMPERATURE PROFILES FROM RADIOMETRIC DATA 

E. A. Franz* 

ABSTRACT 

A review is made of mathematical problems involved in 
solving the equation of radiative transfer when the outgoing in- 
tensity of radiation at the top of the atmosphere is known, and 
the temperature at various levels in the atmosphere is desired. 
This paper discusses a widely-used "smoothing" technique to 
approximate the solution of the equation in the presence of data 
e r rors ,  which are  greatly amplified in the solution by the nature 
of the integral and matrix operator. It also discusses the maxi- 
mum and minimum er rors  in the solution when the rms  er ror  
of the input data can be estimated. 

INTRODUCTION 

In recent years, muchinterest has been shown in the possibility of inferring vertical 
temperature profiles from a small set of spectral intensities of vertically outgoing ther- 
mal radiation at  several frequencies in  the 15p COz absorption band. The set of spectral 
intensities would be obtained by a radiometer located in  a satellite o r  balloon near the 
effective top of the atmosphere. Actual experiments and reduction of data have shown 
that, in principle, the inference can be made. However, it is questionable whether the 
results can be obtained with an accuracy (approximately 2°K) suitable for meteorological 
purposes. The problem - not entirely one of refining the experimental-techniques or 
increasing the number of observations to obtain the desired accuracy - is to solve the 
equation obtained in the mathematical formulation of the problem in the presence of e r r o r s  
in the input data without magnifying these e r r o r s  to such an  extent that the real solution 
is covered up. 

The mathematical formulation of this problem, after simplifying, is given by 

where g(V) is a known simple linear function of the observed intensity at wave number 
U ,  x is any single-valued function of atmospheric pressure (usually taken as log p),  
f ( x )  is Planck's function for any x and for some wave number central to the wave 
numbers of the data, a land b are-the values of x at the top of the atmosphere and the 
earth's surface respectively, and K( v , X) = the "kernel" of the equation = aT ( u ,  X) / ax , 
where T ( v ,  x) is the known transmissivity function for the atmosphere. 

* 
I I linois College, Jacksonville, I I linois. 
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Thus, with g (  V )  known from the data and K (  V ,  X) having been calculated from the 
known gaseous structure of the atmosphere, we have a linear Fredholm integral equation 
of the first kind with unknown f(x) . Since there is a known functional relationship be- 
tween Planck's function, f (x) , and the temperature, T(x) , in the spectral region being 
used, finding f (x) will allow us to infer T(x) . 

Of course, we do not have an analytic expression for g ( V )  ; we only know g(x) for 
a set of (say, N) discrete values of V. Thus, for an analytic solution of the integral equa- 
tion (which would allow us to find f (x) for more than N values of x ), we would have to 
specify some interpolation scheme for g(v) . The problem of using function sets (viz., 
trigonometric functions, line segments, empirical orthogonal functions, etc.) to expand 
f (x) and provide an implicit interpolation scheme for g ( V) is not considered in this 
paper. 

However, even if  g ( V )  were given as an analytic expression, there would still be 
problems in the solution of the integral equation; the number of solutions (none, finite, o r  
infinite) to the equation for  a particular g ( V) and K ( v , X) will depend on the form of 
g ( v )  and K (  V ,  x). In this paper, it is assumed that there is a unique solution for the 
given g (v) and K ( v ,  XI. 

However, the little work that has been done on this type of Fredholm equation 
shows that there is a type of instability associated with it for most "smooth" forms of 
the kernel; i.e., a small change in the form of g ( v )  can produce a large change in the 
solution, f (x) . Of course, the g (v) is an observed quantity and will thus have e r rors  
associated with it. These e r rors  can be magnified in the solution (usually in an oscil- 
latory way) to such an extent that the resulting solution has no resemblance to the de- 
sired solution. 

NUMERICAL SOLUTION OF THE INTEGRAL EQUATION 

The most direct way to attack the problem of solving this equation is to use a 
numerical quadrature scheme to replace Equation 1 by a system of linear equations. 
Thus, given data g ( v , )  , g(V, )  , . . . , g(VN) and kernel functions K(vl, X) , K(v2, x), . . . , K(vN, X) corresponding to the same wave numbers associated with the data, we 
divide the X-axis from a to b into M (M 5 N) parts and locate points xl, x2, . , . 
in those parts according to some quadrature scheme. Then we can approximate Equa- 
tion l by the system 

' xM 

where w(x,) is the weighting factor appropriate to the quadrature scheme employed. If 
we let 

Ai, = K(vi, xk) w(x,), 

then we can conveniently represent this system in matrix notation by 

g = A f ,  
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where g and f a r e  column matrices. We can formally solve this equation for f by pre- 
multiplying by A* and then by (A* A) -1  . Thus, 

f = (A*A)'lA*g. (4) 

The result with a matrix A obtained from the usual kernel functions encountered in 
this work (see Figure 1, courtesy V. Kunde, GSFC) leads to a wildly oscillating solution, 
although soundings have shown that the solution should be rather smooth. The reason for 
this situation is that the observed g has random er rors  that a re  magnified by the ''ill- 
conditioned" matrix A .  The ill-conditioning is a result of the fact that the rows of A a re  
not very independent; Le., we can find a linear combination of the rows, or  vectors, of A 
.that will approximately equal the zero vector. Figure 1 shows that this non-independence 
is caused by the excessive overlapping of the kernel functions. Also, taking more obser- 
vations will create more kernel functions in  the same spectral range, and thus greater 
overlapping; the ill-conditioning then will become worse. 

.5 

6T/6(log p )  

Figure 1-An example of the kernel functions for five 
different wavenumbers in  the 15p CO, band. 

In symbols, we are solving not the desired Equation 3, but the equation 

g' = A  f ' ,  

where g' = g + Ag,  and f '  = f + A f  , and where Ag and A f  a re  the e r ror  matrices for 
g and f respectively. Subtracting Equation 3 from Equation 5 gives 

(6) A g = A A f  
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or 

A f = (A* A)-'A* A g .  (7) 

To gain an understanding of the possible magnitude of the A f i  for a given A ,  we will 
determine the maximum and the minimum values of 

assuming that the only information on the A g  er ror  matrix is that 

( A g , ) ?  = e2 = a constant. c i 

Equation 6 implies 

angi  

an f, 
= A i , .  

Then, a necessary condition for a maximum o r  minimum value of 

is, using the Lagrange multiplier technique, that 

= 0, k = l , 2 ,  * * *  , N l  an f, 

where 

and y is the Lagrange multiplier. Performing the differentiation and substituting into 
Equation 10 leads to 
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where A*,, is an element of A transpose = A* , This can be expressed in matrix notation 
as 

o r  

A f  + yA*A A f  = b, 

(A* A - y' I) A f = b, 

where y' = - y . 
Thus, a necessary condition for 

to be a maximum or  minimum is that A f be an eigenvector of the matrix A* A. The arbi- 
trary k that appears in each component of A f can be evaluated by substituting into 

(14) A f * A * A A f  = e2,  

which comes from Equation 3 and 

(AgiI2 = A$ Ag = e ? .  

i 

To illustrate, using a 2 x 2 matrix, let 

3 - i; 4 

The eigenvalues of A*A a r e  1.064 and 0.0587, and the associated eigenvectors are 
(&0.487e, k0.839e) and (&7,25e, T 4.22e). Thus, for the first eigenvalue, 
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= U.YW e & ,  ana tor the second, 

( A f i ) ,  = 70.6e2. 
i 

The worst case is associated with the smallest eigenvalue. 

Figure 2 is a geometrical interpretation of this procedure. It also uses a 2 X 2 
example, although analogous results follow for the higher dimensional case. The condition 

means location on a circle of radius e in the Ag, - Ag, plane. Each point in this plane 
is mapped into a point in the A f ,  - A f ,  plane by the matrix A - l  (if A is square). Since 
A O  f = Ag,  and Af* A* = A e, then Of* A* A A f  = e,. But this is the matrix representa- 
tion of a quadratic form with symmetric matrix A*A in the variables A f ,  and A f,, and 
thus represents an ellipse symmetrical about the origin, but whose principal axes are 
rotated with respect to the coordinate axes. 

Figure 2-Geometric representation of the 2x2 matrix. 

Since 

can be interpreted as the square of the distance from a point on the ellipse to the origin, 
the points of maximum and minimum distance a re  sought. These will be the semimajor 
and semiminor axes, respectively, of the ellipse. 

The three-dimensional case involves a sphere of radius e in the Ag, - Ag, coordinate 
system and an ellipsoid in the A f ,  - Af,  system. 

Figure 3 shows that with most e r ror  matrices, Ag, the solution will  oscillate because 
of sign changes from component to component in A f .  
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Figure 3-Geometric representation of the 2x2 matrix showing 
oscillation of solution to equation. 

It can easily be shown that points in shaded regions I and III a r e  mapped into points 
in shaded regions I' and III', and points in regions 11 and IV into 11' and IV'. If the matrix 
is very ill-conditioned, the two lines enclosing the shaded region in  the Ag, - Ag, plane 
almost coincide. Thus, most points in  the Ag, - Ag, plane are mapped into points in  the 
A f ,  - nf, plane whose coordinates have opposite signs. 

A SMOOTHING TECHNIQUE 

Since the nature of Ag will be unknown (except possibly for the information that 

(AgiI2  = e2 ='a c i 

constant), there will be an infinite number of solutions, f , to the equation 

and most of these solutions will be wildly oscillating. An objective smoothing technique 
then will constrain the problem so that, out of this family of solutions, a single smooth 
solution will be selected. 

Phillips (Reference 4) and Twomey (Reference 5) have developed such a smooth- 
ing technique. It imposes the additional constraint that some quadratic function, 

Q = Hij f i  f j  
j i  

will be a minimum. For instance, the selection of the minimization of the norm, 

c i ( f i  - 2 f i+ ,  t f i + , ) 2 ,  

of the second differences produces a solution whose mean curvature will be a minimum. 
The H,,  in this case a re  elements of the matrix 
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H =  

Lo -4 

1 - 2  1 0  0 . * e  

-2 5 - 4  1 0  * * *  

0 1 - 4  6 - 4  1 . .  

The desired solution in this case is given by 

f = (A*A .+ y H ) -  

5 - 4 1 .  
. . .  - 

A* g' , 

where y is a Lagrange multiplier and g' is the actual observation matrix. 

The y is definitely determined by this procedure, but only by an implicit expression 
which is difficult to solve. Therefore, in practice, y is not actually calculated; instead, 
the solutions and corresponding values of e2 a re  calculated for several values of y , and 
that solution used for which the corresponding e 2  is equal to, or just greater than, the 
estimated e2 for the observations. Values of y greater than this will cause the matrix 
H to dominate A*A in the solution. 

Figure 4 shows how e2 varies with y for exact data provided by B. Conrath (GSFC) 
into which simulated errors,A gi , were inserted. The region of best smoothing deter- 
mined by vimal inspection of the resulting solutions (for variousy ) corresponds in this 
case to a plateau region in the e2 vs y graph. It is also interesting to note that the set of 
values of Agl which is actually being used in the solution of the .problem when one of these 
successful y is used corresponds in no way to the actual Agi inserted into the problem 
(except that both sets have the property 

(Agi)2 = e2. c 
i 

CONCLUSIONS 

This investigator thoroughly reviewed recent literature and results pertaining to 
linear methods of solution of the temperature inversion problem. This effort included 
(although not discussed in this report) a study of the use of empirical orthogonal func- 
tions as an expansion set, in order to provide interpolation of results to a number of 
atmospheric levels greater than the number of observations. Even though these func- 
tions seem the best to use, it is questionable whether a set  of such functions derived 
from sample observations made over a given period of time can be reliably used in 
the determination of temperature profiles at another time. There is also the problem 
of the objectivity of current smoothing techniques; the selection of the smoothing 
matrix, H ;  the selection of the best smoothing factor, y , etc. 
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Figure 4-Variation of error function ( e 2 )  with a smoothing factor (y). 
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THE INFRARED EMISSIVITY AND REFLECTANCE OF LAVA 

Randy R. Ross* 

ABSTRACT 

It would be desirable to know the spectral emissivity of 
basaltic laea as a function of temperature. Serious experimental 
difficulties stand in the way of laboratory measurements. In 
anticipation of this eventual goal, the reflectance spectra 
(2.5-22p) of four solid lava samples were measured over the 
temperature range 60' to 28OOC. The four lava samples were 
an obsidian, a pumice, a tuff, and a welded tuff. Natural sur- 
faces exhibited slightly sharper features than sliced surfaces. 
N o  appreciable variation was observed over the temperature 
range studied. 

INTRODUCTION 

The emission properties of molten lava in the middle and far infrared regions have 
apparently never been accurately determined. Knowledge of these properties is essential, 
however, in the study of volcanic heat dissipation. The work done this summer has laid 
the foundation for the determination of the spectral emissivity of basaltic lava as a function 
of temperature. 

This information will be useful in an attempt to perform an in-flight calibration of 
the High Resolution Infrared Radiometer (HRIR) on the Nimbus 11 satellite. This radiom- 
eter takes radiance maps of the earth in the 3.5 to 4.1p region. On August 13, 1966, a 
flank eruption occurred at the new volcano "Surtsey" in the ocean just south of Iceland. It 
remained active for about 1-1/2 months. During that time it appeared as a very small, 
hot spot in the Nimbus HRIR photographs. This occurrence offers an excellent opportunity 
to calibrate the HRIR, since it provides a fairly small area of high temperature surrounded 
by an ocean of approximately uniform low temperature. Careful radiance maps of the 
Surtsey lava and atmospheric conditions were made. Thus, if the emissivity of lava as a 
function of temperature and frequency were known, the total radiance measured by the 
HRIR could be determined-by 

(1) 
v2 

u1 

W = 1 A(u) f ( u )  E ( ~ , T )  J(v) d v .  

where 

A(u) = atmospheric transmission factor 
f(v) = sensitivity of HRIR 

E(v ,T)  = emissivity of lava 

J(v) = Planck radiation formula. 

(The actual calculation would be complicated by the temperature distribution over the lava 
area.) This calculated radiance could then be compared to that actually recorded by the 
HRIR. 

"University of Wisconsin, Madison, Wisconsin. 
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EXPERIMENTAL PROCEDURE 

Direct emissivity measurements have good spectral resolution only at very high 
temperatures. An entire range of temperatures is desired, so the emissivity is obtained 
instead through the reflectance of the sample, which can be measured with much greater 
resolution. Assuming no transmission by the sample, 

p t a = l ,  (2) 

where p is the reflectance and a the absorption constant, Kirchhoff's Law then states 
that the absorption equals the emissivity, 

E = a, 

s o  from Equation 2 we obtain 

E = l - p ,  (3) 

where p is the experimentally measured quantity. 

The reflectance is measured using a Cary-White Model 90 dual-beam spectropho- 
tometer with a special hemispherical reflectance attachment as described by White (Ref- 
erence 1). The infrared source and the sample a r e  located at conjugate foci in a hemi- 
spherical mirror.  Radiation is thus incident on the sample over an entire 277 steradians. 
Reflected radiation from the sample is viewed through a hole in the top of the mirror  and 
is compared to the radiation from the source. This ratio is then compared to that of a 
standard aged aluminum mirror,  and the absolute reflectance is computed. Examples of 
infrared reflectance spectra of common minerals' and igneous rocks determined in this 
manner can be found in the literature (References 2, 3). 

The tungsten source has a manually variable power output; this allows variation of 
the sample surface temperature (due to radiative heating) up to about 300°C. A special 
furnace sample holder will have to be constructed to provide higher temperatures (ba- 
saltic lavais  completely liquid at about 1,200"C). This furnace must have the features of 
small size, high temperature, and a completely open, flat sample surface. Any indenta- 
tion would produce an undesirable blackbody absorption effect. 

Several suggestions concerning future experimental technique may be made. If the 
sample has a natural (uneven) surface, the exact position of the observed sample area must 
be checked to  be reasonably flat. The surface height is also critical; a uniform method for 
measuring the height of the observed surface area, such as a caliper on a table mount, 
would be desirable. Furthermore, some trouble with a shifting of the zero position of the 
spectrophotometer was encountered. It is suggested that the zero reflectance curve be 
made at the end of a set of measurements as well as at the beginning to  check for such a 
shift. 

RESULTS AND CONCLUSIONS 

Natural and sliced surfaces of four random lava samples - an obsidian, a pumice, 
a tuff, and a welded tuff - were studied. Reflectance measurements were made with the 
infrared source at its low setting (75 watts) and with the source output at 200 watts. The 
low setting gave sample surface temperatures near 60°C. A thermocouple was  used to 
determine the surface temperature of each sample in the 200-watt trials. These "high" 
surface temperatures varied from 170" to 280°C depending on the specific heat and heat 
conductivity of the sample. 

c 
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Figure 1 - Reflectance spectra of natural surfaces. 
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- PUMICE (-280°C) - 
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Figure 1 shows the reflectance spectra obtained for natural obsidian and pumice 
surfaces at high temperatures. These data have not yet been reduced and a re  included 
for heuristic purposes only. Restrahlen peaks occur at about 1,080 and 460 cm-' (9.3 
and 22p). The position of the primary restrahlen peak between 935 and 1,110 cm-' (9 to  
1 0 . 7 ~ )  indicates the degree of acidity (SO, content) of the lava (Reference 3). All four 
samples exhibited restrahlen peaks at about 1,080 cm-' (9.3p), indicating over 65 percent 
SiO, composition (acidic lava). The lava from Surtsey should be basaltic (basic) and thus 
should exhibit the restrahlen peak at a lower wavenumber (higher wavelength). The reflec- 
tion minima near 3,620 and 1,570 cm-I (2.7 and 6 . 3 5 ~ )  a re  due to high absorption by water 
of hydration. 

- 

- 

Natural surfaces were found to possess slightly sharper reflectance spectra than tHe 
corresponding sliced surfaces. No shifts in any of the reflectance features w e x  observed, 
however. No appreciable difference was observed between the lower and higher tempera- 
ture reflectivities of the samples tested. It is too early to form any conclusions concern- 
ing the emissivity of molten lava. However, no variation with temperature appears in the 
60"-280°C range, and this work should lay the foundation for the final measurement of the 
emissivity of molten basaltic lava. 

-I 
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ON PREDICTION AND DISCRIMINATION 
IN HIGH SCHOOL GUIDANCE COUNSELING 

Richard Mi Royall* 

ABSTRACT 

A study was made of some statistical prediction techniques 
potentially useful to high school counselors engaged in educa- 
tional and vocational guidance. Widespread availability of 
electronic computer could enable most counselors to apply 
rather sophisticated techniques routinely in daily practice. From 
a sample of published study reports it is inferred that certain 
widely-used predictive discrimination techniques might be sub- 
stantially improved, and possible means of effecting such im- 
provements are sketched. It is suggested, however, that there 
are at present severe limitations on the accuracy and hence 
the usefulness of statistical predictors of criteria of interest 
to high school counselors. 

INTRODUCTION 

Many activities are grouped under the label "selection and guidance." The Air 
Force must decide who is to attend flight school. An insurance company screens ap- 
plicants for positions in sales. A university counselor advises a junior who is dis- 
satisfied with his course of study. The National SCience Foundation selects recipients 
for graduate fellowships. Each of these activities presents a different set of difficult 
problems. A bewildering combination of these problems confronts the high school 
guidance counselor who is attempting to pick out those vocational and educational pur- 
suits that a particular student is most likely to find satisfying and rewarding. 

The general objective of this study was to seek means of improving the effective- 
ness of. educational and voc2tional guidance counseling in the high school, with particular 
reference to the guidance of students into engineering. One emphasized aspect of the 
study was an investigation of some of the opportunities that would be highlighted as a 
result of the availability of electronic computers to high school guidance counselors. 

This report contains a -necessarily somewhat cursory- critical analysis of some 
phases of high school guidance counseling, with some suggestions for  improving Statis- 
tical techniques. It is not intended to be comprehensive, and such topics as the "quality 
of the counselor- client relationship" and psychological theories of development are dis- 
regarded altogether. 

One important aspect of the high school counselor's job is prediction-he must try. 
to foretell the immediate and long-run consequences of each decision that the student 
might make. For example, whether a student should be encouraged to study engineering 
depends on the answers to many questions: Can he gain admission to college? Can he 
do satisfactory work in an engineering curriculum? Will  he be satisfied with his choice 
of engineering as a vocation when he has had afew years' job experience? Will he be 
happier 10 years from now if he chooses to t ry  to become a physician instead? The 
value of counseling to the student strongly depends on the accuracy with which such 
questions can be answered. 

*Johns Hopkins University, Baltimore, Maryland. 
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Most attempts to answer such questions as those just mentioned rest on the 
assumptions that: (a) most individuals do find their ways into vocations for which they 
a r e  well suited; (b) individuals having similar characteristics (interests, aptitudes, 
etc.) tend to be happy and successful in similar occupations; and (c) these character- 
istics a r e  measurable and a re  sufficiently stable over time that they can be used as the 
basis for \rationalvocational choice. Thus the goal of vocational guidance counseling has 
been described as the fitting of square pegs into square holes, with the 'tshape't of an 
individual being determined by his interests, aptitudes, etc., and the rrshape" of a voca- 
tion being inferred from studies of the characteristics of individuals who have chosen 
that vocation. 

RELEVANT CHARACTERISTICS 

One of the first problems of the guidance counselor is to ascertain what char- 
acteristics of his clients determine the "appropriateness" of various vocational deci- 
sions. The variables with which counselors have been primarily concerned can be 
devided into five categories : 

(1) Aptitudes, 
(2) Interests, 

(3)  skills, 
(4) Biographical data, 
(5) Other psychological characteristics. 

These categories are, unavoidably, somewhat ambiguous and highly interdependent. 
The first three a re  relatively self-explanatory. Category (4) includes academic records 
as well as such characteristics as "father's educational level." Measures of motivation 
and whether or not an individual is "compulsive" according to some particular definition 
a r e  characteristics from the fifth category. 

Having somehow decided what characteristics to work with, the counselor must 
then learn how to measure them and how they relate, individually and jointly, to voca- 
tional success. For the measurement of aptitudes, the Differential Aptitude Tests are 
popular. The Strong Vocational Interest Blank (SVIB) and the Kuder Preference Record 
a re  widely used to measure interests, andthere a re  many achievement tests available 
for  determining the present skills of high school students. The relationship of meas- 
urable characteristics of students to their later vocational success is strongly depend- 
entlupon how such "success" is defined. 

CRITERIA 

One of the most pervasive problems encountered in attempts to study high school 
guidance counseling is that of specifying the criteria for evaluating a guidance program. 
A. S. Thompson (Reference 1) states, "The objective of vocational guidance is to help the 
individual develop and carry out a vocational plan which will be personally satisfying 
and socially useful. The vocational goal of the individual is to have a satisfying career, 
i.e. a sequence of positions which provides an outlet for his developing needs and an 
opportunity to implement his self -concept." Studies of the relationships between meas- 
urable characteristics of young people and later "vocational success" have necessarily 
been restricted to simple criterion variables which are hopefully indicative of personal 
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satisfaction, social usefulness, and implementation of self -concept. College grade- 
point average, college field of concentration, occupation entered upon graduation, and 
score on a test designed'to measure "job satisfaction" are some criterion variables 
u'sed. 

Each of the criterion variable studied has severe shortcomings. For example, 
grade-point average is used as a measure of success in college, but such an average 
is probably more indicative of a student's skill at preparing for and taking written exam- 
inations than of his depth of knowledge or his personal and professional maturity. There 
is also the troublesome fact that, if two students are in different curricula or in dif- 
ferent colleges, a direct comparison of their grade-point averages is meaningless. At 
present, however, the grade-point average is probably the best available single index of 
college success. 

\ 

RESULTS OF SOME INVESTIGATIONS 

Relationships of simple criteria to some variables that can be observed by high 
school counselors have received attention from reseachers. Even more effort has been 
devoted to similar studies conducted at the college level. Many of these studies have 
been attempts to use statistical techniques to predict the value of the criterion variable, 
e.g. freshman grade-point average, on the basis of such observed characteristics as 
rank in high school graduating class and scores on college entrance examinations. 

Since college students a re  presumably more mature and stable, with respect to 
most of the characteristics studied by counselors, than high school students, it might 
be expected that high school counselors can never achieve the accuracy of prediction 
attainable at the college level. 

In most studies, the predictors have all been from within one of the five categories 
of characteristics (examples of exceptions a r e  the investigations reported by Ghiselli 
(Reference 2) and by Frederiksen and Melville (Reference 3)); despite widespread rec- 
ognition of the fact that, to make the "best" prediction, a counselor should consider all 
bits of available data simultaneously, considering such interactions as exist between, 
say, interests and skills. 

Of course it is not expected that any approach will ever, in a free society, yield 
perfect prediction of any educational or vocational criterion. On the other hand, a test 
whose scores show no predictive validity with reference to some criterion of interest 
is of no value to the counselor. No study of which the author is aware has indicated that 
any presently available predictor or statistical prediction scheme can properly be de- 
scribedas highly accurate. However, most studies have used sufficiently large samples 
and powerful techniques to demonstrate statistically significant relationships between 
the predictors studied and the criteria that they would be expected to predict. 

A brief look at the published reports of three studies will give some indication of 
the degree of accuracy attainable in predictions made at the high school level. Berdie 
(Reference 4) investigated the relationship between the Strong Vocational Interest Blank 
(SVIB) scores of high school seniors and their later occupational entry. The SVIB rec- 
ords of individuals who were tested in high school and who later received degrees in 
journalism (28 cases), dentistry (40), mechanical engineering (48), or architecture (14) 
were studied. Each individual's SVIB grade (A being the highest and C the lowest of 
six possible grades) on each of 13 occupational interest scales was determined, While 
67 percent of the engineers received an A on the engineering interest scale, 79 percent 
received A on the aviator scale. Among student who became dentists, 45 percent had 
A on the farmer scale, while 28 percent had A and 18 percent had C on the dentist scale. 
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Only 36 percent of the architects had A on the architect scale; an equal percentage had 
A on the engineer scale, and 43 percent had A on the aviator scale. However, architects 
had more high (A or  B+) grades than any of the other groups on the architect scale; 
engineers had more high grades on the engineer scale, etc. Berdie concluded that the 
results justify careful use of the SVIB in counseling high school seniors. 

Bennett, Seashore, and Wesman (Reference 5), authors of the Differential Aptitude 
Tests (DAT), reported on an early study of their tests in an article entitled "Aptitude' 
Testing: Does It 'Prove Out' in Counseling Practice?" Juniors and seniors in six public 
school systems took the DAT. Two years later 1,700 of these students returned a ques- 
tionnaire which called for a report of activities since high school graduation. For each 
of 15 groups (e.g. engineering students, salesmen, clerks) the authors calculated the 
percentile equivalent of their average score on each of eight aptitude tests (e.g. Verbal 
Reasoning, Clerical Speed and Accuracy). Without mentioning within-group variation, 
the authors proceed to point out certain gross characteristics of the data - e.g. the 
average Mechanical Reasoning score for engineering students occurred at the 82nd per- 
centile, while the corresponding average for liberal arts students was at the 64th per- 
centile. In the final section of the paper they state that one conclusion justified by their 
data is that f f  . . . within any career group there exists a wide variety of talent. In the 
case of academic groups there is positive selection, yet even the most select groups 
contain some individuals who fall at or below the mean of their high school class on those 
tests which a re  commonly thought to have the greatest validity for predicting academic 
success." 

Reid and others (Reference 6) studied the entire freshmen class at Newark College 
of Engineering and found that average scores on various aptitude tests were higher for 
the 147 students who were to graduate in 4 years than for the other 263 members of the 
freshman class, The successful students also had a lower average score on the Literary 
scale of the Kuder Preference Record. None of the differences between group averages 
was sufficiently large, relative to the variation of scores within the two groups, to in- 
dicate that any of the tests is of much practical value in predicting the success or fail- 
ure of individual students. No attempt at analyzing a number of aptitude and preference 
scores simultaneously seems to have been made. 

These and many other studies indicate that attempts to produce formulas for pre- 
dicting simple criteria from scores on a single test or test battery available for used in 
high schools today have not yielded results of much proven practical value to high school 
guidance counselors. This finding does not mean that they a re  not of great practical 
value - perhaps the SVIB, for instalice, is the perfect guide to vocational choice in that 
a student will be happiest and most successful in that vocation for which his score on 
the corresponding test scale is highest. The problem is that there is no other perfect 
means of selecting the best vocation with which the SVIB can be compared. If the voca- 
tions eventually chosen by individuals are usually the right ones, then the SVIB quite 
often makes the wrong choice. The criterion problem in inescapable and unsolved. 

STATISTICAL TECHNIQUES 

Two classes of statistical techniques, regression and discrimination, have played 
prominent roles in criterion-prediction studies. Regression techniques a re  frequently 
used in college admissions offices to predict such criteria as a student's freshman 
year grade-point average from various pre-admission variables. In counseling a fresh- 
man who has an interest in engineering and who wants to know whether he can be ex- 
pected to perform resonably well if he chooses to enroll in engineering, it might be ap- 
propriate for the counselor to apply regression techniques to predict grade-point average 
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in engineering from the student's scores on various tests. The usefulness of such 
techniques in vocational counseling at the high school level has not been clearly demon- 
strated. 

A class of techniques which seem more promising for use in high school coun- 
seling, and which are widely used, a r e  those of discrimination (classification). These 
a r e  techniques directed towards (Geisser, Reference 7) l 1  . . the problem of rationally 
assigning individuals . . . . to categories based on one or more observational charac- 
teristics." Afamiliar example is the use of various vocational scales of the SVIB to 
determine, on the basis of his answers to certain questions, whether a student is more 
?'like" architects, journalists, or physicians . 

Actually both regression and discrimination techniques are useful in attempting 
fo  answer the question "How well will the student perform?" For example, a medical 
school applicant's grade in anatomy might be predicted by discrimination techniques if 
the question is asked, "On the basis of his records and test scores, is this student most 
similar to students who have gotten A's, to those who have gotten B's, or to those who 
have gotten C's?" 

In the simplest probabilistic formulation of the discrimination problem, an obser- 
vation x is available on a random variable which has one of two known probability dis- 
tributions. Say these distributions a re  determined by f, and f, respectively, where f ,  
and f ,  a r e  two probability density functions or two probability mass functions. The 
problem is to decide, on the basis of the observation x , whether the true distribution of 
the random variable is that determined by f, (call this the f ,  distribution) or by f, . With 
respect to many criteria for evaluating classification procedures, the best rule is "De- 
cide that the f , distribution is correct if 

Otherwise choose the f, distribution." The positive constant c is determined by f ,  and 
f, , certain prior knowledge, and the relative seriousness of the two possible misclassi- 
fications. This same rule applies also in the more general case in which the random 
variable of interest is vector-valued, so the observation is a vector,;, and fi and f, 
a r e  multivariate densities or probability mass functions. 

A version of the discrimination problem which is sufficiently flexible to be use- 
ful in approximating many practical situations does not require complete knowledge of 
the two probability distributions: 2 is a vector of observations on a random vector with 
one of two multivariate normal distributions. The distributions have different unknown 
mean vectors and a common unknown covariance matrix. For each distribution there is 
available a sample of (vector) observations from which the mean vectors and covariance 
matrix can be estimated, The well-known linear discriminant function of R. A. Fisher 
is frequently used in this situation. This linear discriminant function, while suggested 
by the multivariate normal distribution, has desirable geometrical properties which 
make it appealing in the still more general problems in which the two possible distri- 
butions of the random variable in question a r e  not assumed to  be normal. 

Generalizations of the linear discrimination technique are available for more 
general cases in which there a re  many possible probability distributions for the random 
vector (see Rao, Reference 8), and a few moderately successful attempts (References 
9 and lo), have been made to use these techniques in classifying students into occupa- 
tional or performance groups. 
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On the other hand, the discrimination approach used by Strong in constructing the 
various vocational scales of his Vocational Interest Blank is not suggested by a proba- 
bilistic model, but is basically empirical. The SVIB consists of a series of statements 
to which the subject is to indicate a response of "like," "dislike," or "indifferent." If 
a student's reaction to a particular statement is "indifferent," he is given a score which 
is determined by the quantity $E - &, where $& is the proportion of members of a group 
of engineers whose reaction to the statement was "indifferent" and eZG is the correspond- 
ing proportion of a group of "men-in-general." The student's total score on all state- 
ments on the SVIB is taken as an index of how similar his interests are to the interests 
of engineers as opposed to interests of "men-in-general.'' Such scores can be calculated 
for each of many occupations. 

Kuder (Reference 11) suggested that the ability of interest tests to discriminate 
between various occupational groups might be enhanced by a new scoring system. As 
before, an "engineering scoreT1 would be obtained from a subject's response vector 
x = ( x ~  ,x2, . . . ,xn ), where x , ,  i = 1,2 . . . , n, is the response to the j t  item on the 
test. But under Kuder's system this score is 

where$, ( x j ,  j )  is, for a large sample of engineers, the proportion whose response 
to the j t h item was X, . If SA is his "architecture score," and if S, is greater than SA, 
then the subject might be said to be more likely to be (or to become) an engineer 
than an architect. 

Kuder applied this system in an attempt to classify individuals from six occupa- 
tional groups (journalist, architect, pediatrician, etc.) according to their responses to 
items on the Kuder Preference Record, and obtained a degree of differentiation I t  . . . 
seldom if ever reached before in the field on interests." 

The approach of Kuder represents a step towards the scoring system suggested 
most strongly by statistical theory. If the subject's response vector is considered to be 
such that the probability of a particular observed value, 2, is p&) if the subject is an 
engineer and pA(2) if the subject is an architect, then the suggestion is "Classify a subject 
with response vector 2 as an engineer if and only if pE(st) > c p,(P)"; i.e. subjects for whom 
log pE(2) - log pA(2) is large are classified as engineers. If engineers' responses to the 
various test items are independent, then 

where p,(x,, j )  is the probability that an engineer will make response xj to item j. 

ful approximation to pE( a)(see Bahadur, Reference 12, and Solomon, Reference 13). The 
subject is then said to be more likely to be an engineer than an architect (or more "sim- 
ilar" to engineers than to architects) if 

Even if item responses are not independent, Equation 2 may still provide a use- 
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is large, and more likely to be an architect if the difference is small. Note that this is 
essentially Kuder's procedure with the score pE(xj,j) replaced by log pE{xj, j) .  The 
score assigned to  response i to item j for differentiating between architects and engi- 
neers is log E P,( i , j )/PA( i , j ) 1 instead of Kuder's score pE ( i , j ) - pA( i I j ) . 

In applications of either scoring system, the probabilities pE(i, j )  can be esti- 
mated from a sample of responses of engineers to the jt 
neers in this sample, and NE( i ,  j )  of them make response i to the jth item, then the 
proportion SE(i, j )  = NE(i, j)/NE is the estimate used by Kuder. Since the score log &(i, j )  , 
is extremely sensitive to slight variations in pE(i, j )  when this probability is nearly zero, 
a better estimate for use in the log score might be 

item. If there a re  NE engi- 

1 
N E ( i , j )  + k 

( 4) - 
pE(ilj) - N, + Jk 

where k is a small positive integer and J is the number of possible responses to the j 
item. (In the case of the SVIB J = 3 for every item, since there are  three possible re- 
sponses - like, indifferent, and dislike.) For discussion of the estimate in Equation 4 
see Good (Reference 14). 

In case P, ( 2 )is not well-approximated by 

the probability of Tt can be estimated directly as the fraction of individuals in the known 
engineer group whose response vector was 2, if this group is large and the random vec- 
tor takes on only few possible values. For example, if the components of the vector are 
dichotomous variables, then there are 2" possible values for the observed vector. If n = 4 
and NE = 500, then the approximation represented by the independence assumption may 
not be necessary. 

Many quite complicated discrimination problems can be put into a form in which 
useful results can be derived from Equation 1. In the example of discriminating between 
engineers and architects, suppose, as before, that for each subject to be classified, a 
data vector 2 is observed, and that data vectors a re  also available for two large groups 
- individuals known to be architects and individuals known to be engineers. Assume 
that t has many components, say, results of various interest, aptitude, and achievement 
tests, and biographical information. First the data might be reduced to a "summary" 
vector, ?, with only a few (say five) components. If the first 400 components of fi are  the 
subject's responses to items on the SVIB, these might be reduced to one number, y, , 
say the engineer-vs-architect discrimination score Equation 3. The next two components, 
yz, and y3, might be some functions, suggested by factor analysis, of the subject's ap- 
titude test scores. Suppose y4 is 0 or  1 to indicate the absence or presence of some 
biographical characteristic and y5 is a percentile score on a mathematics achievement 
test. Hopefully ? contaips most of the pertinent information in 3 .  

Next y' is transformed into z = (z l ,zz ,  .. . , z 5 )  , where z1 is -1, 0, or 1 depending 
on whether y1 is "low," "moderate," or "high," zZ is 0 or 1 indicating that y2 is YOW" 
or "high? etc. If3E((z) is the relative frequency of the vector I in the engineer group 
andQA( ;) is the relative frequency in the architect group, a classification rule can be 
based on the ratio eE( 2)  &A( 2 ) .  
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Such a procedure represents a multivariate approach to the problem which has the 
advantages of requiring neither (a) that all variable in question be continuous, nor (b) 
such assumptions as equality of covariance matrices. Although there is at present no 
comprehensive theory for determining what components should comprise the vector ? 
and in what way they should be "discretized?' to form the vector2 , factor analysis, ex- 
perimental design, and information theory have contributions to make, and an approach 
based on "educated intuition'' might produce interesting results. 

Similar techniques are applicable in attempts to discriminate between students who 
will pass and those who will fail some future test. These techniques can also be gener- 
alized to apply to discrimination problems involving more than two categories. 

CONCLUSION 

The ability to make good predicitions by using probabilistic statistical techniques 
is not required of a good counselor. Tine ability to make good predictions somehow is 
what is important. Some investigators (Meehle, Reference 15; Lewis and MacKinney, 
Reference 16; and Bartlett and Green, Reference 17) have asked whether experienced 
counselors or mathematical formulas can make better predictions. Efforts are being 
made at computer simulation of the decision-making process of an expert counselor 
(Cogswell, Reference 18; after Kleinmuntz, Reference 19). If such attempts a re  success- 
ful and if the counselor's predictions a re  quite accurate, efforts at prediction based on 
probabilistic statistical theory can be left to the theorist and researcher. However, 
studies to date have indicated that counselor predictions are likely to be inferior to 
statistical ones. 

Such studies as Berdie's (Reference 4) indicate that records of interest tests ad- 
ministered in high school a r e  of some value in discriminating between individuals who 
have wound up in different professions. The practical value, to high school counselors, 
of making such tests slightly better discriminators or predictors by refinement of sta- 
tistical techniques is not obvious. In fact, it is not clear what a high school counselor 
would do with a formula for predicting, say, a student's occupation 10 years after high 
school graduation, if such a formula existed. 

The counselor's real questions seem to be of the form, "If this student goes into 
engineering, what are his chances of success?" Attempts to produce techniques for 
constructing profiles, based on tests and other data, showing the student's probability 
of success in each of several\educational or vocational fields have been made. (Note that 
the criterion problem lingers.) Dyer (Reference 20) describes the results of such at- 
tempts as "discouraging" and goes on to state: 

"They provide reasonably good over-all prediction, but so 
far they do not provide much differential prediction. That is, the 
probability that a given student will succeed in any one field is 
not so greatly different from the probability that he will succeed 
in most other fields e . . e it is a moot question, it seems to me, 
whether any tests can ever be found that will separate very far 
in advancethe student more likely to succeed in biology from the 
one more likely to succeed in history . . . I think it is possible 
that human abilities a r e  sufficiently fluid over time so that, if  
circumstances are right, theperson who today looks like a good 
biologist and a poor historian may undergo experiences which 
will convert him into a good historian and a poor biologist. You 
see, the trouble with the well-known square-peg-in-a-round-hole 
analogy is that neither the peg nor the hole can ever change shape, 
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when we know perfectly well that the patterns of people's abilities 
change as they adapt to circumstances, and circumstances change 
as people adapt to them. In other words, I suspect that there are 
dynamic elements in the relation of an individual to  his changing 
environment which are not being taken into account in the differ- 
ential prediction studies and which may, indeed, prevent them 
from even arriving at any very fruitful results.'' 

One point which has receivedvery little attention is that of the long-run effects of a 
guidance system that directs a student towards engineering if he has characteristics sim- 
ilar to those of the "average" engineer. One effect would almost surely be a reduction in 
the degree of variation of interests and abilities between individuals within each voca- 
tion. An individual with outstanding administrative abilities or potential might not be 
counseled to  study engineering, and one who is a "natural" engineer might be advised t o  
study engineering in preference to medicine. If such individuals enter the professions 
into which they "fit" most naturally, according to the counselor's formula for assigning 
pegs to holes, who will head the engineering schools and who will perfect the mechan- 
ical heart? Most occupations, however defined, encompass a tremendous variety of 
activities, and any career group requires not stereotypes but persons with a wide range 
of abilities and interests. Frequently it is not those abilities which he has in common 
with most of his colleagues, but those which a r e  unusual, which make an individual val- 
uable to his profession. 

Prediction is but one of the activities of high school vocational guidance counse- 
lors. Another is education, andhere there seem to be opportunities for immediate, 
meaningful improvements. In a study of how more students might be attracted to engi- 
neering, Renner (Reference 21) asserts that students generally do not gain any under- 
standing of the engineering profession while in senior high school. There is some evi- 
dence (Renner, Reference 22) that most high school students do not undertand the dif- 
ferences between the duties of scientists, engineers, and technicians, and it is likely 
that high school students' attitudes towards most professions a re  dominated by roman- 
tic false impressions - an architect is a brilliant, unorthodox "fountainhead" of crea- 
tivity, a musician is a soloist who holds audiences spellbound with his virtuosity, a 
scientist is either Thomas Edison or Albert Einstein. Such misconceptions constitute 
real but, at least partially, removable obstacles to rational vocational choice. 
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